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Abstract

This dissertation studies the different levels and dimensions along which 

economies o f scale (EoS) savings may be realized when information is disseminated over 

the Internet. At the information product level, EoS savings may be realized along the 

object, consumer and temporal dimensions through strategies such as information 

bundling, site-licensing and subscriptions. At the information transport level, EoS savings 

may be realized along the same dimensions through just-in-time delivery, multicast, 

network caching and replication strategies. Each o f these strategies is studied in this 

work.

Along the object dimension, a multi-product bundling model with multi­

dimensional consumer taste characteristics is developed to study the optimal bundling and 

pricing strategy of information goods such as academic journals. Using empirical journal 

usage data and cost projections for information-delivery over the Internet, the model finds 

that metered usage (i.e., articles-on-demand) should account for a significant fraction of 

revenue when articles and subscriptions are optimally priced according to a mixed 

bundling strategy.

Along the receiver dimension, a communication cost model for multicast is 

developed. The model demonstrates that multicast group size can serve as an excellent 

proxy for multicast tree cost. Computer simulations show that, statistically, multicast 

tree length grows at the 0.8 power of the multicast group size until the point of tree 

saturation, beyond which additional receivers can be added to the group without further 

tree growth. In other words, the marginal cost of multicast declines according to an 

exponential decay function until it reaches zero at tree saturation. This result is validated

xiii
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with both real and generated networks, and is robust across topological styles and 

network sizes. This suggests that a two-part tariff may be appropriate if providers 

choose to adopt a cost-based approach to multicast pricing.

Along the temporal dimension, economies of scale savings can be realized through 

network caching and replication. This work offers the vision of and motivation for a 

distributed network storage infrastructure with service guarantees. Caching and 

replication can be treated as different service classes within a unified Quality-of-Service 

(QoS) framework. Key components of the distributed network storage architecture 

include: service specification, resource reservation, resource mapping, admission control, 

real-time resource management and pricing. After establishing a research roadmap, this 

work focuses on the resource mapping problem and develops a formal mapping model, 

allowing services with different traffic profiles and performance specifications to be 

mapped into an optimal combination of storage and transmission resources. The model is 

also extended to tackle network storage capacity planning problems.

The work described in this dissertation promotes an understanding of how new 

network technologies have changed, and will continue to change, the economics of 

information dissemination. This understanding is essential to the design of engineering, 

economic and policy structures that will constitute the information infrastructure of the 

future.

xiv
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1. Introduction

The Internet, designed as a packet-switched data network, excels in providing both 

point-to-point and point-to-multipoint communications. In addition to carrying email 

messages and phone conversations (both point-to-point applications), the Internet is also 

efficient in disseminating information to large numbers of geographically distributed 

recipients (a point-to-multipoint application). In this sense the Internet is radically 

different from the traditional public switched telephone network (PSTN) or the broadcast 

and cable television networks, all of which operate as either a point-to-point or a point- 

to-multipoint network, but not both.1

This dissertation studies the various ways through which economies of scale 

savings may be realized when information is disseminated over the Internet. Economies 

of scale (EoS) are supply-side conditions where the average cost of a product declines as 

the quantity produced increases. The presence of EoS in information dissemination 

would result in a lower average cost when (i) multiple information objects are delivered at

1 Multi-party teleconferencing is possible over the circuit-switched PSTN, though it is limited to a small 

number of participants and is extremely costly.

1
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the same time (EoS in object dimension), (ii) an information object is delivered to multiple 

recipients at the same time (EoS in receiver dimension), or (iii) an information object can 

be reused or shared by one or more recipients at different times (EoS in temporal 

dimension).

Section 1.1 provides an overview of the economics of information and information 

dissemination, and the motivation for why we care about EoS in information 

dissemination. Section 1.2 identifies the different levels and dimensions along which EoS 

may be realized. This also serves as an outline for the rest of the dissertation.

1.1 Economics of Information and Information Dissemination

The fundamental difference between the economics of information and that of 

more traditional commodities is that the information economy faces high fixed costs and 

low marginal costs. Information production is often a labor-intensive process. In 

addition to input factors such as pencil and paper, it also requires much human toil and 

ingenuity. Yet once the information is produced, it can be duplicated and distributed with 

relative ease. Similarly, the construction of telecommunications and data networks 

requires huge up-front capital investments. But once the infrastructure is in place, the 

incremental cost of transmitting a data packet is very low.

Information in its pure form is non-exhaustible — sharing a piece of information 

with others does not deprive the original owner of his/her ability to use the information.2

2 Information does not quite qualify as a public good, however, since it is still excludable — information 

usage can be limited to those who are willing to pay. Also, the value of some information may lie 

precisely in the fact that it is not known to others, but we do not worry about strategic value of information 

here.

2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

However, information is often encapsulated within a container (e.g., paper, magnetic tape, 

compact disc) which is physically tangible and therefore exhaustible. When a person 

checks out this copy of the dissertation from the library, the next patron will have to wait 

for its return. When this dissertation becomes a runaway bestseller, printing presses and 

delivery tracks will have to be employed in its reproduction and distribution. In effect, 

the dissemination of information actually involves the physical duplication and 

distribution of the encapsulating containers.

With the digitization and networking of information, many herald the arrival of 

the era where the marginal cost of information dissemination is virtually zero. 

Information is no longer enclosed in physical containers, but is communicated over the 

information network as electronic signals. Semiconductor memory and network routers 

are substitutes for papyrus and delivery tracks; transmission links are substitutes for 

roadways. The Internet, being a packet-switched, store-and-forward network, makes 

multiple transient copies of each data packet as it makes its way from source to 

destination. The ease with which data may be duplicated and transported over the global 

Internet leads pundits to proclaim that “bandwidth is free” and “distance is dead” 

(Economist, 1995).

If information dissemination is truly costless, then there will be no need for 

bandwidth conservation, and any discussion on its economies of scale will be irrelevant. 

The cost of disseminating one gigabyte of information to a million recipients over the 

global network will be the same as the cost of sending a single byte of information to one 

recipient on the same local network — zero!

In reality, bandwidth is not free. The marginal cost of information dissemination 

is only virtually zero, and its average cost is definitely not zero. First of all, the zero 

marginal cost assumption breaks down when the infrastructure is operating at or near its

3
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capacity. Recall that optimal capacity planning dictates that network capacity to be set at 

less than or equal to peak usage, i.e., over-provisioning is a sub-optimal solution. 

Therefore, it should be expected that a well-engineered network is operating at or above 

capacity, at least during the peak usage periods. In the presence of an admission 

controller, transmission capacity can be treated as a scarce resource to be rationed. In this 

case, one can compute the shadow price of sending a data packet as the opportunity cost 

of not sending another data packet, and from that deduce the marginal cost. In the 

absence of an admission controller, as is the case of the current best-effort Internet, 

additional packets may continue to be injected into the saturated network, resulting in 

buffer overflows, dropped packets and performance degradation. These congestive 

effects similarly result in non-zero marginal costs. Finally, in the long run, persistent 

over-subscription of the network capacity that leads to unacceptable performance levels 

can only be corrected by the expansion of capacity, which requires additional fixed 

capital investment. This means that the average cost of information dissemination will 

never reach zero.

And distance is not dead either. Despite the prevalence of distance-insensitive 

pricing regimes, the day when distance becomes truly irrelevant on the Internet remains 

far in the future. Even though data packets are not charged according to the distance 

traveled, the delay and drop rate they experience is still strongly correlated with network 

distance. One of the major costs of network expansion today is the trenching cost 

necessary for the laying of the optical fiber channels, and it is strongly sensitive to 

distance. In fact, Internet service providers (ISPs) are dismissing the notion that long 

distance Internet connections will be available at the same price as local Internet 

connections (Sidgmore, 1998).

Therefore, even in the face of declining transmission costs, efficient link 

utilization and bandwidth conservation will remain important goals of network

4
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engineering and design. Network architects and users alike will continue to take 

advantage of economies of scale in order to maximize efficiency and savings.

1.2 Economies of Scale: Dimensions and Levels

Network architects, in pursuit of efficient link utilization and bandwidth 

conservation, often seek out and take advantage-of scale and scope economies in network 

design. Economies of scope savings are realized by supporting various data and 

application types over the same network. These are outside the scope of this work. 

Economies of scale savings, on the other hand, are realized by building a network that can 

be shared by many senders and receivers, exchanging multiple data objects at all times of 

the day.

This "sharing" of network resources accomplishes savings in two ways. First, 

statistical multiplexing reduces the stochastic variance of network traffic. This lowers the 

likelihood of network congestion in the short-run and the need to over-provision the 

network (to maintain a blocking rate) in the long-run. Second, artifacts specific to a 

particular network technology can often be leveraged to support shared use of the 

network. For example, the packet-switched nature of the Internet enables the use of 

multicast for efficient multipoint communication. Similarly, the ability to place storage 

elements within the network permits object reuse via network caching and replication. A 

key focus of this work is to identify and characterize some of these new opportunities 

that were not available in the paper-based environment.

It is possible to take advantage of economies of scale in information delivery from 

several dimensions, and at different levels. This dissertation explores the spatial and 

temporal dimensions of the scale economies at both the information product level and the 

bit-transport level.

5
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Table 1.1. The various dimensions and levels o f EoS explored in this work.

^  Level 

Dimension '

Inform ation Product Bit T ransport

Spatial - Object 

Spatial - Consumer 

Temporal

mixed bundling 

site licensing 

subscriptions

just-in-time delivery 

multicast 

caching & replication

Chapter 2 of the dissertation takes an information product level view. By 

constructing a multi-product bundling model with multi-dimensional consumer taste 

characteristics, it is shown that mixed bundling (Le., selling goods in multiple package 

sizes) is the profit-maximizing strategy for an information producer such as a journal 

publisher. To engage in a mixed bundling strategy, the journal publisher would sell both 

the original journal bundle and the unbundled articles. This was not attractive in the 

paper-based journal industry because there were strong diseconomies of scale in 

unbundling the journals (with respect to both distribution and transaction costs). With 

the digitization and networking of information, however, it is now economically feasible 

and desirable to sell and deliver individual articles.

The dominance of the mixed bundling strategy can be extended in the consumer 

and temporal dimensions as well. In addition to selling information goods to individuals 

on a per-use basis, information producers can further expand their product line to include 

site licenses (multiple users at a site) and subscriptions (unlimited use during subscription 

period). In these cases, scale economy savings are realized principally through the 

aggregation of multiple transactions (across consumers and time) into a single transaction. 

The various economies of scale opportunities available to the information producer are 

represented in a three-dimensional object-receiver-time space in Figure 1.1.
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Receiver Receiver

Object

Time

Object

Time

(a) artide-o  n-demand (b) single-item subscription

Receiver Receiver

Time Time

Object Object

(c) subscription to bundle (d) site license

Figure 1.1. Leveraging econom ies o f scale along different dim ensions (objects, 
receivers, tim e) at the inform ation product leveL

Finally, Chapter 2 also investigates the economies of scale in the object-space 

dimension at the bit-transport level. In the traditional paper-based subscription model, all 

objects that constitute the subscription are bundled into a package and delivered to the 

subscriber, even though the subscriber might be interested in only a small subset of all the 

objects. The technologies o f the Internet, however, allow us to shift from this “just-in- 

case” paradigm to a “just-in-time” paradigm. In this new arrangement, the subscribers are
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entitled to unlimited access to all objects in the subscription, but will download only 

those objects that they are interested in. This is represented in Figure 1.2(a).

Receiver

Tune
♦

♦
♦

♦
Object

(a) just-in-time delivery

Receiver

Time

Object

(c) local caching/replication

Receiver

Object

(b) multicast

Receiver

i i

Object

(d) network caching/replication

Figure 1.2. Leveraging econom ies o f scale along different dim ensions (objects, 
receivers, tim e) at the bit transport level.
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Chapters 3 through 5 of the dissertation focus on the two remaining elements of 

the matrix in Table 1.1. Chapter 3 is concerned with multicast, the technology that allows 

efficient dissemination of data to multiple receivers at distributed locations in the 

network. This is graphically represented as Figure 1.2(b). Specifically, a cost-based 

approach to pricing this multicast service is proposed. The work shows that a tariff 

based on multicast group size is most closely aligned to the actual cost structure, and will 

result in minimal price distortion. This is an improvement over the current flat-rate 

scheme because it does not discriminate against those applications with few receivers, 

such as videoconferencing.

Chapters 4 and 5 explore the technology and economics of building a distributed 

network storage infrastructure for the Internet. Caching and replication of data achieves 

scale economies in the temporal dimension by allowing data reuse at a subsequent time 

(Figures 1.2(c) and (d)). For example, network caching takes advantage of the fact that 

popular objects are accessed more often and by more consumers than less popular ones. 

By optimally placing copies of these popular objects at distributed locations in the 

network, demand for these objects may be satisfied by a nearby copy rather than the 

original, resulting in bandwidth savings. Chapter 4 presents the architectural framework 

for a distributed network storage infrastructure, while Chapter 5 focuses on the 

formulation of the resource mapping problem, a key technical component of the 

infrastructure.

Chapter 6 discusses some o f the policy implications and lessons that can be 

drawn from this research. A summary of contributions and future work concludes the 

dissertation.
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2. EoS in Objects - Information 
Bundling

The digitization and networking of information goods necessitate a rethinking of 

their production and distribution economics. An iV-good bundling model with multi­

dimensional consumer preferences is developed to study the key factors that determine 

the optimal bundling strategy. Using analytical and empirical methods, mixed bundling is 

established as the dominant (i.e., profit maximizing) strategy. Pure unbundling is also 

shown to outperform pure bundling, even in the presence of some degree of economies of 

scale, if consumers positively value only a subset of the bundle components, which is the 

predominant case in the academic journal context. These results provide strong incentives 

for academic journal publishers to engage in mixed bundling, i.e., offer both individual 

articles and journal subscriptions, when selling and delivering over the Internet.3

3 An earlier version of this chapter was presented as (Chuang and Sirbu, 1997).

11

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

2.1 Bundling and unbundling of information goods

Academic journals have traditionally been sold in the form of subscriptions. 

Individual articles are bundled into journal issues; issues are bundled into subscriptions. 

This aggregation approach has worked well in the paper-based environment, because there 

exist strong economies of scale in the production, distribution and transaction of journals.

Yet, the demand for scholarly information is diverse, unique, and sometimes 

whimsical. Scholars are often willing to expend a great deal of effort to secure a copy of a 

specific article unavailable from their personal subscription staple. With the proliferation 

o f journal titles, it is impossible for every scholar to subscribe to all journals relevant to 

his/her work. Libraries, through their institutional subscriptions to the journals, serve to 

satisfy the scholars’ demand for individual articles. Ordover and Willig (1978) treat 

journals as “sometimes shared goods” in the study of their optimal provision. Under the 

fair-use provision4 of the Copyright Act, scholars are permitted to reproduce single 

copies of individual articles from the library subscription copy for non-commercial 

purposes. There are frequent occasions, however, when the scholar’s information needs 

go beyond the scope o f the library’s journal collection. In such circumstances the library 

is permitted to duplicate and share articles with other member libraries of an inter-library 

loan (ILL) consortium, as long as such “borrowing” does not lead to copying “in such 

aggregate quantities as to substitute for a subscription”.5 Empirical studies have found 

that libraries are incurring costs of up to $20 per ILL item borrowed or loaned (King and 

Griffiths, 1995). This suggests that a potential market does exist for unbundled articles at 

both the individual and institutional levels.

4 17 U.S.C. § 107 (1988 & Supp. V 1993).

5 17 U.S.C. § 108(g)(2) (1988). Specifically, the CONTU Guidelines (reprinted in 1976 U.S.C.C.A.N. 

5810,5813-14) set forth a copying limit of five copies per year of articles from the most recent five years of 

any journal article.
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The publishers, unable to directly appropriate charges for these forms of shared 

use, recompense for their loss of potential revenue by charging libraries an institutional 

subscription rate higher than that for individuals. This form of indirect appropriation 

constitutes price discrimination of the third degree.6 While the legality of such practices 

is seldom questioned7, effective third degree price discrimination requires clear 

demarcation of market segments and minimal leakage across the segments. Both the 

segmentation of market and the preclusion of effective resale channels are fairly easy to 

enforce in the academic journal market, since institutions cannot easily disguise 

themselves as individual subscribers. Along with the apparent inelasticity o f demand 

exhibited by the subscribing institutions, these have been blamed for the escalation of 

journal prices in recent years.8

With the global expansion and rapid commercialization of the Internet, the 

economics of journal publishing is quickly changing. Many publishers are experimenting 

with various forms of on-line access to their journals. It is now technically feasible for 

the publisher to electronically deliver, and charge for, individual journal articles requested 

by a scholar sitting at his/her desktop. The establishment of a ubiquitous electronic 

payment infrastructure, and the deployment of micropayment services in particular, will 

dramatically lower the cost of purchasing digital information goods over the Internet.

6 See Liebowitz (1985) and Besen and Kirby (1989) for detailed treatment of journal photocopying and 

indirect appropriability; Joyce and Merz (1985) study the extent of price discrimination by journals across 

various academic disciplines.

7 Dyl (1983) muses upon the applicability and antitrust implications of the Robinson-Patman Act to price 

discrimination by academic journals.

8 Interested readers can consult Lewis (1989), Byrd (1990), Metz and Gherman (1991), Spigai (1991) and 

Stoller, Christopherson and Miranda (1996) for works on the economics of scholarly publishing and serials 

pricing from the library and information sciences communities’ perspective.
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From the scholars’ perspective, this form of access is instantaneous, on-demand, and 

avoids the costs associated with traditional library access, such as travel to the library, 

physical duplication of the article, and congestion due to shared use of journals.

Given the market demand for unbundled journal articles, it is somewhat puzzling 

to see several recent and independent works calling for the bundling of information goods 

(Bakos and Brynjolfsson, 1997, Fishbum, Odlyzko and Siders, 1997, Varian, 1995). We 

believe that the confusion and apparent contradiction is the result of an incomplete 

understanding of the economics of bundling. By identifying the different flavors of 

bundling and quantifying their relative performance under different supply and demand 

conditions, this work seeks to demonstrate that not all forms of bundling are appropriate 

for information goods.

Specifically, by developing an TV-good bundling model with multi-dimensional 

consumer preferences, this work is able to establish that mixed bundling is the dominant 

strategy, outperforming pure bundling and pure unbundling in maximizing producer 

surplus. This implies that profit-maximizing publishers should expand their product-line 

and sell individual articles in addition to journal subscriptions. By extension, a publisher 

with multiple journal titles should also offer site-licenses that are effectively ‘super- 

bundles’ in addition to single-title subscriptions and individual articles.

Section 2.2 provides a short survey of the product bundling literature. The TV- 

good bundling model is developed in Section 2.3, first the demand side in Section 2.3.1, 

followed by the supply side in Section 2.3.2. In Section 2.4, the model is applied to the 

academic journal industry for empirical results and analysis. Specifically, we look at how 

technology trends in distribution and transaction may change the supply side of the 

model but not change the fundamental result. We conclude with Section 2.5.
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2.2 Economics of bundling

A multi-product monopolist may choose to bundle its goods for a variety of 

reasons. On the supply side, commodity bundling can result in cost savings due to the 

presence of economies of scale. On the demand side, bundling can be used as an effective 

tool for extracting consumer surplus. Both factors must be taken into account in the 

design of optimal bundle prices. Additionally, producers in imperfectly competitive 

markets may choose to bundle their products for strategic reasons. However, bundling 

for strategic leverage has no direct implications on pricing design and is outside the scope 

of this work.9

Bumstein (1960) and Stigler (1963) are generally credited with the first references 

to the bundling phenomenon in the economics literature. Adams and Yellen (1976) 

operationalize the model for a bundle consisting of two goods, and identify three modes 

of bundling strategies, namely pure bundling, mixed bundling, and component selling (or 

pure unbundling). In pure bundling, consumers are restricted to purchasing either the 

entire bundle or nothing at all. In pure unbundling, no bundle is offered but consumers 

can put together their own bundle by buying both the component goods. Finally, a 

monopolist who chooses to engage in mixed bundling will allow the consumers to 

purchase the bundle or either one of the individual components. Consumers who choose 

to purchase the bundle will usually pay less than they otherwise would if they had 

purchased both component goods separately.

Figure 2.1 illustrates the consumer choice regions under each of the three bundling 

strategies. The axes in each plot represent the consumers’ valuation for each of the two 

component goods, G\ and Gi. An individual consumer who is willing to pay W\ for G\

9 Carbajo, de Meza and Seidmann (1990) and Whinston (1990) provide further treatment of this topic.
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W2 W2

Good 2 Goods 1 &2
Bund©
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Alice (a-|,a2)
►  W1-► wi
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(b) Pure Bundling(a) Pure Unbundling

wi = PB-P2

Good 2
Bunde

None Good 1 
•A lice (ar|,a2)

(c) Mixed Bundling

Figure 2.1. Consum er choice regions for two-good bundling m odel. A lice and Bob 
will choose different product offerings under different bundling regimes.

and wi for Gz can thus be represented as a point {w\, w?) in this consumer space. 

Depending on the type of bundling strategy employed by the producer, the consumer will 

make the appropriate purchasing decision based upon his/her position in this two- 

dimensional {W\, Wz) space. For example, consumer Alice at (aj.a^ will purchase only 

G\ in Figure 2.1(a) because her willingness-to-pay (WTP) for G\, a\, is greater than its 

offer price P\, but her WTP for Gz, sti, is less than the offer price Pz. Bob, on the other 

hand, purchases nothing under this pure unbundling scenario since both b\ and bz are less 

than P\ and Pz respectively. Interestingly, the situation almost reverses itself if the 

producer switches to pure bundling instead, as in Figure 2.1(b). Alice rationally chooses 

to purchase nothing since her aggregate WTP (aj+a^ is less than the price of the bundle, 

Pq. Bob now purchases the bundle since the sum of b\ and bz is greater than Pq. Using
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similar logic, Alice consumes G\ and Bob consumes the bundle in the mixed bundling case, 

as illustrated in Figure 2.1(c). This simple, yet powerful illustration shows that the 

choice of the optimal bundling strategy and the selection of the optimal prices are 

strongly dependent on the distribution of the consumer population in this { W\, W?} 

space.

Schmalensee (1982) and McAfee, McMillan and Whinston (1989) build upon the 

Adams/Y ellen framework, with careful treatment of the consumers’ correlation of value 

between the two components. Among other results, they show that both pure bundling 

and pure unbundling are boundary cases of mixed bundling and are weakly dominated by 

the latter strategy in general. Chae (1992) applies the commodity bundling model to 

information goods in his study of the subscription TV market. He concludes that the 

bundling of CATV channels is practiced not to extract consumer surplus, but simply 

because there are economies of scope in the distribution technology.

2.3 N-good bundling model

All of the above-mentioned works are limited to bundles consisting of only two 

components. A typical academic journal, on the other hand, has between 80 to 100 

articles per subscription period. An appropriate TV-good bundling model is needed for 

this context. Unfortunately, a complete TV-good model with 2jV bundle combinations and 

TV-dimensional consumer preferences quickly becomes computationally unwieldy as TV 

gets large. Hanson and Martin (1990), by formulating the model as a mixed integer linear 

programming problem, manage to attack a bundle pricing problem with TV=21.10

10 Armstrong (1997) shows that an approximate solution for the optimal tariff problem is a cost-based two- 

part tariff, i.e.. a fixed up-front membership fee plus a per-article charge set equal to the marginal cost 

However, this approximation reasonably converges only for TV in the ‘several thousands’ range, and the
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Recognizing the need to balance profit-maximization and consumer rejection of a 

complex pricing schedule, we opt for a simpler model where no sub-bundles are available. 

The consumer either purchases the journal subscription for a price P\ or individual articles 

at a price of PA apiece. This simplifies the model from that of setting ZN optimal prices 

to setting only two prices, PA ^  Pj- This *s reminiscent of setting a menu o f optional 

two-part tariffs in the nonlinear pricing literature (Willig, 1978 and Wilson, 1993).11 

Low-demand readers purchase articles individually, while high-demand readers pay the 

flat fee Pj and enjoy unlimited access to all articles (Figure 2.2).

P

slope = Pa

► Q

Figure 2.2. Total outlay vs. num ber o f articles consumed. An expost two-part tariff 
(in bold) offers a predictable price cap on consum er expenditure.

absence of a price cap may make it unacceptable to consumers who are used to the traditional subscription 

model.

11 Technically, an (mT)-part tariff can be made to be Pareto-superior to an n-part tariff. Indeed, Laffont, 

Maskin and Rochet (1985) derived the optimal nonlinear tariff for consumers with two dimensional 

characteristics, which has a gradually declining marginal price schedule. Using the same argument in the 

bundling context, any mixed bundling strategy with more than two prices (up to 2,v) will necessarily 

perform better than a mixed bundling strategy with two prices, and thus pure bundling and pure 

unbundling strategies as well. Again, the extent to which a publisher chooses to offer multiple prices is 

clearly dependent upon its multi-variate optimization capabilities, and more importantly, consumer 

acceptance/rejection of a complex pricing structure.
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Optional two-part tariffs can be either ex ante or ex post in nature (Mitchell and 

Vogelsang, 1991, page 95). In an ex ante arrangement, readers elect to join either the 

subscriber group or the “article-on-demand” group prior to consumption. Knowing one’s 

expected consumption behavior is critical in making the “right” decision. An "article-on- 

demand” reader who expects to read only a few articles but ends up reading more than Nc 

(=  P]IP\) articles would have to pay more than if he/she had become a subscriber in the 

first place. Many consumers (especially those with fixed budgeting and fund allocation 

considerations) are reluctant to sign up for these pay-per-use arrangements precisely 

because of this uncertainty factor. An ex post approach eliminates this problem by 

allowing the consumer to choose the cheaper of the two pricing schemes at the end of the 

billing period, thereby placing a predictable upper bound on the final bill. However, the 

need for a final settlement incurs an administrative and metering overhead over true pay- 

per-use models.

2.3.1 M odeling heterogeneity in  consum er preferences

The AAgood bundling model departs from the traditional nonlinear pricing model in 

that consumers are not choosing to purchase n  units of non-distinguishable articles, as if 

purchasing x  kilowatt-hours of electricity or y minutes of cellular-phone air-time. Instead, 

each of the Af articles is unique and distinct from one another. Consumers may value one 

article dramatically differently from the next. Unfortunately, a complete description of

consumer heterogeneity using an iVdimensional vector {iV\ ,Wz wv} again leads to

intractability. We seek a concise way to capture the essence o f consumer’s willingness- 

to-pay across the different articles.

Zahray and Sirbu (1990) attem pt to capture the heterogeneity in consumer 

preferences for academic journals, albeit in one variable, the reservation price for the
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journal. A similar approach is taken by Bakos and Biynjolfsson (1997), where 

consumers are characterized by a single type variable w, and consumer valuations of 

goods are i.i.d. (independent and identically distributed). By employing a single variable, 

both models can only capture consumer valuations for the bundle in its aggregate. This is 

adequate in the pure bundling context, where journals are sold only in the form of 

subscriptions. In the mixed bundling context, however, it is important to account for the 

correlation of values across the components as well.

Consider, for example, a publisher selling a two-article journal in a market with 

only two consumers, our friends Alice and Bob. Alice is willing to pay $10 for the first 

article and $0 for the second, while Bob values the articles at $7 and $5 respectively. A 

publisher engaging exclusively in pure bundling (i.e. subscription only) is only interested 

in the aggregate willingness-to-pay of the two consumers. He/she will price the 

subscription at $10 for a total revenue of $20. A mixed bundling strategist, on the other 

hand, will desire additional information on the correlation of values for the component 

articles. In this example, the publisher will price individual articles at $10 and raise the 

subscription price to $12, thereby realizing a revenue of $22 and completely extracting 

the consumer surplus in the process. In effect, the publisher has managed to separate the 

market into two — the segment with high correlation of value across articles (Bob) is sold 

the subscription; the segment with low correlation (Alice) is offered individual articles.

The present work employs two variables, wa and k, to describe the iV-dimensional 

consumer preference. We allow each journal reader to rank the N  articles in the journal in 

decreasing order of preference, such that his/her favorite article is ranked first, the least 

favorite is ranked last, and weak monotonicity is observed. The reader may place zero 

value on any number of the /Varticles. By assuming a linear demand function for all 

positive-valued articles, we can plot an individual reader’s valuation of all the articles in 

the journal in Figure 2.3. Each of the articles are positionally ranked between 0 and N
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along the horizontal axis. The individual's most highly valued article has n = 0, and so the 

y-intercept, wa, represents the WTP for his/her most favored article. The valuation for 

the subsequently ranked articles is assumed to fall off at a constant rate until it reaches 

zero at n = k- N. No articles have negative value with the assumption of free disposal — 

readers are free to discard unwanted articles at zero cost. The variable k  dictates the slope 

of the demand curve, and it also indicates the fraction of articles in the journal that has 

non-zero value to the individual. For example, a reader with k=0.01 is willing to pay a 

non-zero amount for only one article in a journal with a hundred articles, while another 

reader who positively values half of the articles in the journal will have a k  of 0.5. If an 

individual’s k  is greater than unity, that means he/she places positive value on all N  

articles in the journal and the demand curve will never cross the horizontal axis. Figure 

2.4 shows a diverse range of consumer preferences that can be described using this two- 

dimensional {w0, A-} index.

w(n)

w(n) = w,
3 $
i l l
S i l lilgjl

n
kN N0

Figure 2.3. Article valuation by an individual reader indexed by {wotk}.
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Figure 2.4. This figure dem onstrates the diversity o f  consumers that can be
indexed by { wa,k \.

Empirical studies performed by King and Griffiths (1995) indicate that the 

correlation of article valuations is not very high for academic journals (Table 2.1). Out of 

the 80 to 100 articles (per subscription period) in an average journal, over 40% of readers 

surveyed read no more than five articles. Only 0.9% o f readers read more than 50, or 

about half of all articles in the subscription period. This suggest that a majority of readers 

have small k's, and very few readers have their value close to or exceeding unity. This 

result is incorporated into our analysis below as a fitted probability distribution for k,

m .
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Table 2.1. D istribution o f  num ber o f  articles.read in  a journal.

Number of Articles Proportion of Cumulative Proportion

Read in a Journal Readers (%) of Readers (%)

1 to 5 43.60 43.60

6 to 10 34.40 78.00

11 to 15 8.21 86.21

16 to 20 5.50 91.71

21 to 25 3.37 95.08

26 to 30 1.97 97.05

31 to 40 1.23 98.28

41 to 50 0.82 99.10

more than 50 0.90 100.00

Formally, an individual’s valuation for the />th article can be expressed as:

vV(n )= m a x |o ,w < ,|l -^ ^

with wQ > 0 and k > 1 IN. Using this formulation, we can proceed to determine the 

individual’s reservation price o f the journal, his/her consumption decision in face of the 

prices P \ and Pj, and the optimal number of articles consumed in each of the three 

bundling scenarios.
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2.3. L I  Consumer choice in pure bundling

In pure bundling, potential readers can only choose to subscribe to the journal or 

buy nothing at all. Purchasing individual articles is not an available option. Therefore, an 

individual’s decision is based solely on the price of the subscription, Pj, and his/her 

reservation price of the journal bundle in the aggregate. This reservation price, W], is 

simply the summation12 (or integration if we approximate n as a continuous variable) of 

his/her reservation prices for all the individual articles:

Wj = J w(n) • dn (2.2)
0

The net benefit Uj derived from subscribing is the difference of the reservation price Wj 

and the actual subscription price Pf.

Uj = Wj - P}. (2.3)

A potential reader will only choose to subscribe if the subscription results in a positive

net benefit U] > 0. The Uj = 0 curve, plotted in { wa,k} space in Figure 2.5, separates the

readership population into two regions. Those that fall in the region Rj will choose to 

subscribe, while those in region Ro will opt out. Please refer to Appendix 1 for derivation 

of this and subsequent results.

12 We assume here and in subsequent sections that there are no economies of scope in demand, i.e., the 

marginal benefits of individual articles are additive but not superadditive.
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Rj: Journal

Rq: None
U j = 0

►  Wo0

Figure 2.5. Consumer choice in pure bundling scenario.

2.3.1.2 Consumer choice in pure unbundling

In the pure unbundling scenario, ail articles are available individually at a unit price 

of PA. Consumers are free to purchase as many or as few articles as they desire, up to 

and including all N articles in the journal. A rational-choice utility-maximizing consumer 

will consume only those articles with w(n) > PA, realizing a net benefit of w{n) - PA for 

each of those articles. The marginal article consumed by the consumer, n , has a benefit 

vAji) = PA. Therefore, for wQ > PA, the optimal number of articles read by an individual 

indexed by {w0,A} can be expressed as

• L r  k - N { w o ~ P A ) \n*=mm<N, ------- ---------- -)>, (2.4)
I  W o  J

with the maximum capped at N, the toted number of articles available in the journal. On 

the other hand, for an individual with wQ < PA, even the most favored article is deemed 

unworthy of the price tag P\. In this case, n would be equal to zero and no articles will
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be purchased. Figure 2.6 presents the optimal article consumption level in { wQ,k} space. 

In addition to the optimal consumption level, the net benefit derived from consuming n 

articles, U^, can also be expressed as

UK = WA - n - Ph, (2.5)

where the gross benefit, W\, is itself a function of n :

Wa — J  w(n) • d n . (2.6)

k

n' = 1 0 0

n' = 5 0

n* = 10

n' = 0
1/N ►  w0

0

Figure 2.6. Optim al article consum ption level in pure unbundling scenario.
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2.3.1.3 Consumer choice in mixed bundling

In mixed bundling, consumers seek to maximize their utility by choosing one of 

three options: subscribe to journal, purchase individual articles, or neither. Depending on 

each individual’s U) and U \ measures, as defined above, he/she can fall into one of five 

regions in Table 2.2. This is illustrated in the consumer choice diagram. Figure 2.7. For 

example, individuals who value their most favored article at less than the article price (i.e., 

wo < Pfd have a negative U \ and will not purchase any articles in unbundled form. If their 

valuation of all the articles in the aggregate is less than the subscription price /j, they will 

not subscribe to the journal either. These individuals fall in the Ro region. On the other 

hand, if their aggregate valuation is greater than Pj, they will fall in the Rjj region and will 

choose to subscribe to the journal. Individuals with high wQ and low k  tend to value only 

a few articles highly, and will be best off purchasing individual articles. These consumers 

are found in region RAi. Finally, consumers in Raz and Rj2 receive positive benefits from 

either journal subscription or article purchase, and make their respective purchasing 

decisions based on the relative magnitudes of their Uj and U\.

Table 2.2. C onsum er choice in  m ixed b u n d lin g  scenario.

Region V\ Uk Purchase

Ro < 0 < 0 — Nothing

Rai < 0 >0 No Article (s)

Rj. > 0 < 0 Yes Journal

Ra2 > 0 > 0 No Article (s)

Rj2 > 0 > 0 Yes Journal
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Figure 2.7. Consumer choice in  m ixed bundling scenario.

2.3.2 Production costs and economies o f scale

Thus far we have focused on the demand side o f the problem. We now turn to the 

supply side, specifically to the underlying technology and production functions of 

academic journals. As previously noted, the information industry in general and the 

journal publishing industry in particular are characterized with high fixed costs (FQ  and 

low marginal costs (MQ. A producer will only stay in the market if gross margin (gross 

revenue minus variable cost) is enough to cover fixed cost. As long as the total revenue is 

greater than total cost, the optimal pricing decision is then independent of FC. 

(Alternatively, we can think of the fixed cost as either zero or sunk). This assumption 

allows the treatment of FC  as an exogenous variable in the present model.
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We incorporate the presence (or absence) of economies of scale (EoS) in the 

production function by establishing the following relationship between the marginal costs 

MC] and MC^\

MCj = N- MCk. (2.7)

N is  the number of articles in the journal and y is the economies of scale index. When y < 

1, economies of scale are present and a subscription bundle of P artic les is cheaper to 

produce and sell than W individual articles. Therefore the publisher can realize cost 

savings via bundling. When y = 1, there are no economies of scale in journal production or 

distribution. No cost savings can be realized by bundling. Finally, if there are 

diseconomies of scale in the production function, it can be described with y > 1. Prior 

work in bundling almost invariably assumes no cost savings from bundling, i.e., y = 1. 

Chae’s assumption of extreme economies of scope in the CATV delivery technology 

translates to a special case of y = 0. By treating the extent of economies of scale as an 

endogenous variable, this model allows a parametric analysis of its influence on the 

producer’s optimal bundling strategy.

Based upon the distribution of consumers in the { wQ,k} space and the underlying 

cost structure of journal production, the publisher proceeds to optimize P\ and P] to 

maximize gross margin II:

= JJ[Pj — MCj]f{wo,k) • dwo dk+ JJh[Pa  — MCa]f(w<>yk)■ dw« d k , (2.8)
Rj ftt

where the term t{wa,k) is the joint probability density function (p.d.f.) of the readership 

described in { w0,k} space. It is worthwhile to note that, in the case where the optimal
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strategy turns out to be pure bundling (pure unbundling), the second (first) integral 

component will be zero.

2.4 Analysis and empirical results

The W-good bundling model is used to quantify how the choice of the optimal 

bundling strategy and optimal pricing are affected by MC  and y on the supply side, and 

f(w0,k) on the demand side. Recalling that wa is an individual’s valuation of his/her most 

favored article in the journal, and k is the fraction of articles in the journal that have non­

zero value to the individual, we assume independent distributions for wQ and k. We 

normalize wQ to be uniformly distributed between 0 and 1. Using the King/Griffiths data 

in Table 2.1, k  is fitted to an exponential distribution with A. = 13.8758 or p. = 1 /A. = 0.072 

(Rz = 0.97117). This means that the average reader reads only 7.2% of all articles in a 

typical journal. Figure 2.8 shows, for a journal with N  = 100 articles, the producer 

surplus (as measured by gross margin) attainable via each bundling alternative as a 

function of MC  and y. The marginal cost of a single article, MC, is restricted to be no 

greater than the highest individual valuation, max[ w0] (which we normalize to unity 

without loss of generality). There would be no market participation if it were more 

costly to produce an article than anyone is willing to pay. Given our interest in scenarios 

where MC is small but non-zero, these and subsequent figures are plotted on semi-log 

scale.13

13 In the degenerate case where marginal cost is zero, the value of y (economies of scale factor) becomes 

irrelevant, and we would naturally expect mixed bundling, pure bundling and pure unbundling to perform 

equally well in terms of maximizing producer surplus.
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Figure 2.8. Profit-m axim izing bundling strategy: it is clear that mixed bundling is 
the dom inant strategy across all m arginal cost and econom ies o f scale conditions.

In Figure 2.8(a), there are no economies of scale and the EoS factor y = 1. The 

marginal cost of the journal is N  times that of a single article, and so no cost saving is 

realizable from bundling. The pure bundling strategy is clearly dominated by the other 

two strategies. The mixed bundling and the pure unbundling alternatives are essentially 

identical to each other. This suggests that even if the publisher opts for a mixed bundling 

strategy, virtually the entire revenue will come from article sales. As the production 

function begins to exhibit some economies of scale, cost-related bundling incentives begin 

to appear. Yet, in Figure 2.8(b), wherey = 0.75, the situation remains unchanged. Mixed
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bundling continues to be the optimal strategy, with pure unbundling slightly inferior at 

low MC  levels. As y continues to fall in the face of stronger economies of scale, mixed 

bundling becomes the strictly dominant strategy. In Figure 2.8(c), where y = 0.5, pure 

bundling and pure unbundling trade dominance depending on the magnitude of MC, but 

both are dominated by mixed bundling. Finally, in the case of extreme economies of 

scale, where y = 0 in Figure 2.8(d), it costs as much (or as little) to produce and sell an 

entire journal as it does a single article. Mixed bundling strictly outperforms pure 

unbundling at all MC  levels, while pure bundling approaches mixed bundling in capturing 

producer surplus as MC approaches max[wQ] or unity. In this case most of the 

publisher’s revenue will be derived from journal subscriptions.

The first observation is that mixed bundling is superior to pure bundling and pure 

unbundling across all values of MC and y. This extends earlier results for two-good 

models to the present TV-good model. This result makes intuitive sense since both pure 

bundling and pure unbundling are boundary cases of mixed bundling, and therefore can do 

no better than the mixed bundling strategy. The price discrimination mechanism is at 

work here, as the mixed bundling strategy creates an incentive-compatible condition, 

inducing the high and low-demanders to reveal their preferences by self-selecting into the 

appropriate consumption groups.

Additionally, we observe that pure bundling does not necessarily dominate over 

pure unbundling in the /V-good scenario. Specifically, the model identifies plausible 

conditions under which unbundling is actually superior to bundling (in pure forms). 

When marginal cost is non-zero, pure bundling is undesirable not only in the absence of 

economies of scale (y = 1), but also if the degree of EoS is too weak (as illustrated by y = 

0.75) for the cost-saving bundling incentive to become a dominating factor. Even in the 

presence of strong economies of scale (y = 0.5, 0), the relative merits of pure bundling and
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unbundling are still dependent on the magnitude of the marginal cost relative to consumer 

valuations of the articles. Inefficiency in resource allocation (and loss of surplus) will 

result if individuals are forced to purchase the bundle and consume some articles which 

they value below marginal cost. Adams and Yellen label this condition where 

consumption occurs at sub-MC  levels as a violation of the Exclusion’ assumption. This 

is of real concern to journal publishers since the distribution o f k  (as fitted to empirical 

data from King and Griffiths) is such that most readers actually place zero value on most 

of the articles in an average journal that they read. Except for the case of MC = 0, or the 

case of y = 0, where the marginal costs for all but the first article are effectively zero, 

exclusion is always violated for those readers with k  < 1. In our numerical analysis, 

where k  is exponentially distributed with a mean p. = 0.072, the probability of k > 1, i.e., 

a reader having positive valuations for all articles in the journal, is on the order of 10'6, or 

one out of one million readers. (To place this number in context. Science, one of the most 

widely read academic journals, has a circulation of 165,000; IEEE Spectrum and American 

Economic Review, two mainstream periodicals in the electrical engineering and economics 

disciplines, have circulation of 30,000 and 27,000 respectively.14) Therefore, the choice 

of optimal bundling strategy lies in the balance between cost-savings from bundling and 

loss of surplus due to exclusion violation. The proposition by Adams and Yellen (p. 488) 

that pure unbundling “is a more desirable strategy the greater the cost of violating 

Exclusion” holds true here.

2.4.1 Optim al pricing and revenue mix

The mixed bundling publisher is interested in the optimal pricing of its articles and 

subscriptions. Figures 2.9 and 2.10 show the optimal pricing ratio (P/Pa) ^ d  the

M Circulation data from Ulrich's International Periodicals Directory, 34 ed. R.R. Bowker Publishing,

1996.
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corresponding revenue mix for various marginal cost and EoS conditions, respectively. 

While the semi-log scales preclude the plotting of data at MC = 0, we note that when 

marginal cost is zero, the subscription (to a bundle of 100 articles) should be priced at 

approximately ten times that of an individual article, and this optimal pricing ratio would 

result in a revenue stream that is well balanced between the sale of cuticles (56%) and 

subscriptions (44%). When the marginal cost is non-negligible, however, the optimal 

ratio becomes sensitive to the economies of scale condition. If there are extreme 

economies of scale (y = 0), the cost-saving incentive induces the publisher to rely more 

heavily on the sale of bundled subscriptions as MC increases. With strong economies of 

scale (y = 0.5), the optimal pricing ratio stays constant but the revenue mix shifts 

decisively towards subscription sales with increasing cost. On the other hand, when the 

economies of scale are absent or weak (y = 1, 0.75), the publisher is best served by 

increasing the price ratio, thereby realizing most or till of its revenue through individual 

article sales.

- - - - - -  y = 0.75

 A ------ ' ( =  0 .50

 K------y -  0.00
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a.
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Figure 2.9. Optim al price ratio for mixed bundling strategy across various 
econom ies o f scale and m arginal cost conditions.
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Figure 2.10. O ptim al revenue m ix for m ixed bundling strategy.

2.4.2 Internet-based docum ent delivery technology

It is possible to characterize the extent to which economies of scale are present in 

the current set of network-based document delivery technologies. Specifically, we ask 

what is a reasonable value of y, and how might it change with technology? We identify 

two major components to the marginal cost of delivering a journal or an article. These are 

the cost to transmit raw data bits and transaction costs. Production and data storage are 

fixed costs to the publisher and should be excluded from consideration in this context.

We consider the scenario where the publisher outsources both data transmission 

and fee-collection functions to specialized services. Web hosting services are offered by a 

multitude of Internet presence providers. Entire digitized archives of journal articles can 

be hosted on a web server and made accessible for downloading by scholars. Several
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micropayment systems are also available to facilitate electronic payment for articles or 

other information goods sold via the Internet.15

The marginal costs MC] and M C\ are characterized using three cost coefficients: 

rm c j = Ky+KvPz+Ui-w-iGf
 ̂ (2 9)
[MCa= K f  + K v • P a  +K<f

where Kf, Kv, Kd are cost coefficients and ps is the expected fraction of articles downloaded 

by a subscriber. We discuss each variable in turn. Transactional costs are modeled after 

the two-part fee structure of credit-card transactions. Kfis a fixed fee levied for each 

transaction, while Kv is the variable component charged in proportion to the value of the 

transaction (Pj and P \ respectively).16 This implies, significantly, that the marginal costs 

are no longer constants as we have assumed thus far, but have become functions of Pj and 

Pa, respectively.

The variable Kd is the cost of transmitting or downloading one journal article. Web 

hosting services currently charge between $0.05 and $0.50 per MB (megabyte) of data 

accessed by a client from the server.17 A journal page, scanned at 600 dpi and 

compressed in Group 4 Fax/TIFF format, takes up about lOOkB (kilobytes). Assuming a 

typical journal article has ten pages, downloading a journal article requires the

15 See MacKie-Mason and White (1996) and Sirbu (1997) for surveys of digital payment mechanisms.

16 A typical credit card operation has Kf and K , set at $0.30 and 1.66% and is not suited for small value 

transactions because of this high Kf. NetBill (http://www.netbill.com), an experimental electronic 

micropayment system developed at Carnegie Mellon University, has Kf = $0.02 and k v = 5%, enabling it 

to support transactions down to 5-10 cents. This latter set of cost coefficients is used for this analysis. See 

Sirbu and Tygar (1995) for a description of the NetBill electronic micropayment system.

17 Price schedules for incremental data downloads obtained from a website survey of web hosting service 

providers, January 1997. See Appendix 2.
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transmission of 1MB of data. This translates to a Kd o f between $0.05 and $0.50. With 

continued improvements in data transmission and compression technologies, it is 

reasonable to expect further declines in

Most providers sell downloads at a fixed cost per bit, so the publisher enjoys no 

economies of scale in data transmission per se. However, selling a journal subscription 

on-line does not necessarily require the transmission of all N  articles to the subscriber. 

The subscribers are free to download all ./Varticles, but most will choose to download 

only a fraction o f all articles. This “just-in-time” (as opposed to “just-in-case") delivery 

paradigm results in an expected transmission cost of ps- N- Kd instead of N- Kd for each 

journal subscription. We can quantify ps as the conditional expectation of the fraction of 

articles read by the subscribing sub-population (the region Rj in Figure 2.7),

We have shown that the area of integration Rj is a function of the prices set by the 

publisher. Therefore ps is dependent on the prices as well. Substituting equations (2.9)

optimizing, we can gain insight into how and y are affected by a decline in transmission 

cost Kd, which in turn determine the optimal pricing and revenue mix decisions. Figure 

2.11 shows that the optimal subscription price Pj (right hand axis) varies significantly in 

the current range of Kd- The expected fraction of articles read from a subscription copy 

(left hand axis) follows a similar trend, which is not surprising given its dependency on Pj. 

The higher the price of a subscription, the more articles one will have to read in order to 

justify becoming a subscriber. It is interesting to note that, even when transmission costs

RJ (2.10)

RJ

and (2.10) into equation (2.8) with the appropriate values for the K coefficients and re-
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become negligible (Kd= 0), fis is still significantly greater than (i o f 0.072 for the overall 

journal readership.
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Figure 2.11. Effect o f transm ission cost on journal subscription pricing.

Figure 2.12 further illustrates how the economies of scale (y) and optimal revenue 

mix are likely to be impacted by a  declining tc# For Kd greater than $0.20/MB, there are 

essentially no economies of scale and most of the revenue is derived from article sales. At 

Kd = $0.05/MB, the current low-end estimate, y falls to 0.6 and we begin to see a well 

balanced revenue mix between article and journal sales. But even when Kd = 0, we see that 

y will not fall below 0.3, and 30% of the revenue is still derived from selling individual 

articles. Under no circumstance should we expect the entire publishing revenue to come 

from subscription sales alone.
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Figure 2.12. Effect o f declining (transm ission cost) on econom ies o f  scale and
revenue mix.

While we have held K/and Kv constant in our analysis, it is reasonable to expect a 

decline in these coefficients as well. The Millicent protocol, for example, proposes a 

light-weight micropayment mechanism with cryptographic operations that cost one-tenth 

to one-hundredth of a cent (Manasse, 1995). Yet one should not expect K^and Kv to fall 

at a similar rate as k<*. This is because transaction costs are not solely dictated by 

progress in hardware technology or the state of the art in cryptography. Other sources of 

payment system costs such as customer service, fraud protection, chargebacks and back- 

office accounting may decline only slowly over time, if at all.

2.5 Conclusion

Several recent independent works suggest that bundling is desirable for 

information goods (Bakos and Brynjolfsson, 1997, Fishbum, Odlyzko and Siders, 1997, 

Varian, 1995). The current work demonstrates, however, that a different conclusion may
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be drawn when the important distinction between mixed and pure bundling is made. 

While mixed bundling is always the dominant strategy, our results also show that pure 

bundling may, under certain conditions, be inferior to pure unbundling. We therefore 

caution against any wholesale adoption of pure bundling without a thorough analysis of 

the supply and demand of the information product in question. Specifically, for 

information goods that presently exist in bundled form (e.g., academic journals), 

unbundling (i.e., switching from pure bundling to mixed bundling) can actually increase 

producer surplus. This result suggests that an academic journal publisher should expand 

its on-line product offering to include unbundled articles in addition to traditional 

subscriptions. By offering a menu o f choice that includes both the original bundle and the 

components, the publisher can extract consumer surplus more completely via consumer 

self-selection. By extension, the publisher can do even better by simultaneously bundling 

and unbundling the journal, adding “super-bundles” of multiple journal subscriptions or 

site-licenses to the product mix. Mackie-Mason and Riveros (1997) offer another bundle 

option in addition to unbundled articles and the traditional subscription, namely the 

generalized subscription. In this arrangement, the user purchases unlimited access to M 

units of articles, and is free to select any N articles from the entire archive of M articles 

(with M »  N).

Our model assumes that a journal is made up of N  individual articles. In reality 

there are other separable components to a journal subscription, such as the table of 

content, indices, abstracts and other announcements. Readers can assign different 

valuations for each of these components just as they do for the individual articles. 

Therefore these components can be candidates for unbundling as well. RevealAlert, a 

recent product offered by CARL, delivers via email the tables of contents of up to fifty 

user-selected journal titles.
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A casual survey will reveal that all the major players in the academic journal 

publishing industry are actively pursuing the possibility of network access to their 

journal products. Many have made impressive strides in a very short period of time. 

Some publishers provide on-line access to article abstracts, tables of content and indices 

to their journal titles; others offer fully searchable text, complete with images and mark­

up tags, of the journal articles. Most publishers have installed (or plan to install) some 

form of access control and billing mechanism so that charges can be appropriated for the 

usage of these materials. However, lessons learnt from various research/demonstration 

projects indicate that significant economic, behavioral and institutional barriers need to be 

crossed before on-demand network delivery of academic journals can become 

ubiquitous.18 Intelligent pricing designs must take into consideration the information 

needs and usage behavior patterns of the journal reading population, as well as the 

economies-of-scale characteristics of the underlying technologies.

18 Okerson and O'Donnell (1995) edit an interesting forum discussion, which took place entirely on the 

Internet, on the future of scholarly journals; drawing experience from various electronic journal endeavors 

such as Psycoloquy, Chicago Journal of Theoretical Computer Science , and the electronic pre-print archive 

for high-energy physics at Los Alamos National Labs.
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3. EoS in Receivers - Multicast
Communication

The Internet was designed as, and remains primarily, a hop-by-hop packet- 

forwarding network. Network nodes perform nothing more than forward packets 

towards their destinations. Other functionalities are pushed out to the end hosts, keeping 

the core of the network as simple as possible. This "end-to-end" philosophy (Saltzer, 

Reed and Clark, 1984) has proved to be a major contributor to the robustness and 

scalability of the Internet.

Now, as the Internet evolves into a medium for information dissemination, there is 

increasing need for network support for efficient one-to-many communication. 

Multicast, for example, is enabled by intelligent, on-demand packet duplication at the 

network nodes. Similarly, the addition of network storage elements allows data caching 

and replication to be performed in the network itself.
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3.1 Pricing M ulticast Communication: A Cost-based Approach

Multicast has been a proposed IETF standard for over a decade (Deering, 1986), 

and the experimental MBone network has been operational since 1992 (Casner and 

Deering, 1992, Eriksson, 1994). There is strong industry push to deploy IP multicast in 

the Internet proper, yet the single biggest economic concern remains: how should 

multicast be priced (Shenker et al., 1996)?19

It is important to recognize at the outset that multicast as a network service will 

be used by many different applications. These could range from multimedia 

teleconferencing and distributed interactive simulation to software distribution, 

webcasting and other "push" applications. These applications have very different 

bandwidth/latency requirements and scaling characteristics. They compete for network 

resources not just against one another, but against unicast traffic as well. Therefore, any 

resource allocation scheme will have to be non-discriminatory between applications and 

traffic types (unicast vs. multicast).

This paper advocates a cost-based approach to multicast pricing. When prices are 

set to reflect actual network resource consumption, they minimize market distortion and 

result in efficient and equitable resource allocation. Additionally, this paper calls for 

pricing multicast relative to the corresponding unicast service. If unicast is subject to a 

flat-rate pricing scheme, multicast should also be subject to a flat-rate pricing scheme; if 

unicast traffic becomes subject to a usage-based pricing regime, then multicast should be 

priced according to usage as well. As long as multicast is priced relative to unicast, all the 

results in this work are valid under either pricing regime. More importantly, economic 

theory reminds us that prices serve as market signals to the users, providing feedback

19 An earlier version of this chapter was presented as (Chuang and Sirbu, 1998).
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regarding their usage of network resources. Given a tariff structure where multicast and 

unicast services are priced consistently with each other, the end user will correcdy choose 

multicast over unicast when it is indeed the cheaper (and more efficient) alternative.

The structure of this chapter is as follows. We begin in Section 3.2 with the 

quantification of multicast link usage. This allows us to capture the economies of scale 

realizable by multicast. The cost structure thus established is then applied to the pricing 

design in Section 3.3. Finally, Section 3.4 looks at how dense and sparse mode multicast 

should be priced to reflect the difference in bandwidth usage between the two modes.

3.2 Cost Quantification

Multicast achieves bandwidth savings over unicast by duplicating packets (to 

multiple destinations) only when routing paths diverge. By avoiding the transmission of 

duplicate packets over any link, significant economies of scale over unicast can be 

realized.

This work focuses on the quantification of bandwidth usage, i.e., link cost, as 

opposed to node costs, such as routing table memory, CPU usage, etc. After all, 

multicast can be thought of as the result of an engineering-economic optimization, where 

significant bandwidth savings is realized at the expense of control and processing 

overhead at the routing nodes. This tradeoff is justified because the cost of transmission 

has, historically, declined at a slower rate than the cost of processing/memory (Figure 

3.1). It is debatable whether this cost gap between transmission and processing will 

persist, given the breakthroughs in optical amplification and wave-division multiplex 

(WDM) technologies, and the diminishing returns from further transistor size shrinkage. 

Node costs may also become significant for multicast for another reason: multicast

employs logical addresses in a flat addressing space, and hence CIDR-style route
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aggregati°n (Rekhter and Li, 1993) is not possible. Address depletion will not be the 

direct limit to scalability, especially if the Internet moves to IPv6 (Deering and Hinden, 

1995). Instead, routing table entries will become the scarce resource since every single 

multicast group will require its own separate entry. For source-based multicast trees, this 

cost will have to be multiplied M  times for each multicast group with M  active senders. 

At some point in the future it may become necessary to institute some market-driven or 

administrative mechanism for multicast address allocation (Estrin et aL, 1997, Rekhter and 

Li, 1996, Rekhter, Resnick and Bellovtn, 1996).

Transmission v s. Computing C osts
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(Source: Spragins, Hammond and Pawlikowski, 1991, page 25.)

Figure 3.1. Transmission vs. com puting cost trends.

There are several studies that compare the performance and resource costs of 

various multicast routing protocols (Billhartz et al„ 1997, Doar and Leslie, 1993, Salama, 

Reeves and Viniotis, 1997, Wei and Estrin, 1994, Wei and Estrin, 1995). In addition to 

link usage (as measured by tree costs), the different protocols are also evaluated in terms 

of delay and traffic concentration metrics. All of these studies, however, only compare
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multicast protocols against one another, rather than against a unicast baseline. This 

precludes any direct computation o f how much bandwidth savings is realizable if  one 

switches from unicast to multicast.

A recent measurement study on MBone traffic provides some empirical data on 

the nature and characteristics of multicast traffic (Almeroth and Ammar, 1997). The 

study finds that “while there is a direct relationship between the number of unicast 

packet-hops and the number of receivers, the number of multicast packet-hops remains 

nearly flat. Even when the number of group members increases, the number of packet 

hops increases only slightly”. This result is limited, however, by the narrow range of 

membership size (50-200 receivers out of -5000 MBone nodes, or 1-4% subscription 

rate) sampled in the study. As this paper shall demonstrate, multicast cost does indeed 

rise with membership size, albeit at a slower rate than unicast.

3.2.1 Q uantifying M ulticast Tree C ost

A network provider offering multicast service would be interested in quantifying 

the link usage of a multicast delivery tree. Specifically, for a multicast group of 

membership size N, we can express the (normalized) multicast tree cost as:

LJU = t f (3.1)

where Lm: total length of multicast distribution tree;

Lu'. average length of unicast routing path;

N: multicast group size;

k: economies of scale (EoS) factor, ranging between 0 and 1.
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The total length of a multicast tree, is simply the summation of edge costs of all links

that make up the tree. These edge costs may have weight metrics that are hop-based

and/or distance-based. In this study we choose the hop-based approach, i.e.. setting the

cost of all edges at unity. This is consistent with general Internet routing today, where
7n

hop-count is the widely-used metric for route cost calculations.

Without any loss of generality, we normalize by L^. This means that the 

normalized multicast tree cost, L^JLa, is a dimensionless parameter. is the expected 

path length between any two nodes in the network. Equivalently it is the average distance 

a unicast packet will have to travel from the source to the destination in this network. Lu 

is clearly network-specific — it is influenced by topological factors such as the number of 

nodes and links in the network, average node degree, network diameter, etc. Its value, 

however, should be relatively static and well understood by the network provider.

N is the number of receivers in the multicast group. It is important to realize that 

we are referring to the network routing nodes rather than the individual hosts in this 

context. There may be one or more hosts, and therefore one or more potential multicast 

group members, attached to each leaf router. However, for a variety of reasons21, the leaf

20 As pointed out by Pejhan, Schwartz and Anastassiou (1996), results based on hop-based metrics are 

generalizable to both source-based shortest-path trees and minimal spanning trees. Our results will not be 

significantly different even if we adopt a hop-distance hybrid metric (using a rule of thumb by Mahdavi 

(1997) that 100 kilometers of link distance have equivalent cost to one hop), as the majority of links are 

short-haul links.

21 According to version 2 o f the IGMP protocol (Fenner, 1997), “multicast group membership means the 

presence of at least one member of a multicast group on a given attached network, not a list of all of the 

members”. When a host wishes to join a group, it should transmit a ‘REPORT’ message (and up to two 

additional ‘REPORT’ messages for redundancy) in case it is the first member of that group on the network. 

However, a host is not required to send a ‘LEAVE’ message when it leaves the group. Furthermore, to 

avoid report implosion, multiple responses to periodic ‘General Query’ messages are suppressed.
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router may not have an accurate count of the total number of hosts belonging to a group. 

Indeed, such an accurate count is not required. The leaf router will join (or remain on) the 

multicast tree as long as one or more local hosts is in the multicast group. It does not 

know (or care) who or how many hosts are in the group. The number of routing nodes 

that have subscribed hosts — rather than the actual number of subscribed hosts — is the 

more meaningful definition of multicast group size, because it is the former which 

determines resource consumption in the provider's network. This definition of 

membership size has some interesting ramifications, as we shall see in Section 3.2.4.

We use the factor k  to capture the extent of economies of scale realizable via 

multicast. In addition to quantifying this EoS factor, it is also important to study and 

characterize its dependence on (or independence of) different network variables, such as 

network size, topology, membership size, distribution.

It is trivial to come up with extreme spatial distributions of receivers that will 

result in scenarios of k = 0, k = 1, or anything in between. Consider the simple network 

in Figure 3.2, where a sender is sending data to two separate multicast addresses. For the 

first multicast group, the receivers are downstream from the source router via different 

links, and so no link savings are realizable {k ~ 1). On the other hand, the receivers in the 

second multicast group lie in a common distribution path, and significant link savings are 

realizable (A- — 0). For generality, this study assumes that receivers are randomly 

distributed throughout the network.

Therefore, the router cannot infer, from the accounting of ‘REPORT’ and ‘LEAVE’ messages, the local 

multicast group size.
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C )  Router

Figure 3.2. Exam ple network shows that degree o f link savings achievable is 
strongly dependent on spatial distribution o f receivers.

3.2.2 Methodology

Figure 3.3 provides a pictorial overview of the methodology used in this study. 

Shortest-path multicast trees are constructed, using Dijkstra's algorithm (Dijkstra, 1959), 

over a variety of networks and receiver sets. This allows us to quantify the cost of 

multicast trees, validate the relationship of Equation (3.1), and estimate the EoS factor k.

To determine if the size and topological style of the networks affect multicast tree 

costs, we employ real and generated networks that are representative of inter-domain

routing topologies of the Internet. These networks consist of routing nodes and
22interconnecting links. Real network topologies are gathered from the MBone and the 

early ARPANET. Network generation tools (GT-ITM (Zegura, Calvert and

22 MBone network topology from 7/30/1996; available from 

http://www.nlanr.net/Caidants/Mrwatch.data.tar.gz
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Bhattachaijee, 1996, Calvert, Doar and Zegura, 1997) and tiers (Doar, 1996)) are utilized 

to produce realistic networks of different topological styles, as illustrated in Table 3.1.

Step 1: select network topology
- real vs. generated
- various network sizes
- various topological styles

Step 3: construct multicast tree
- shortest-path tree using Dijkstra’s algorithm
- hop-based cost metric

Step 2: generate multicast group membership
- various group sizes (N)
- random receiver distribution

Step 4: Plot normalized multicast tree cost (Lm/Lu) 
vs. N (log-log scale) and determine slope k:

Lm /U, = Nk

Figure 3.3. Q uantifying econom ies o f  scale in m ulticast com m unication - a
process overview.
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Through user-specified parameters, we can control the style and size of the 

networks generated by the network generation tools. Specifically, by controlling 

parameters on edge probabilities, we are able to generate networks with average node 

degrees consistently in the range of 3 to 4, which is typical of present-day networks. (For 

a network with ./Vnodes and M links, its average node degree is 2*MN.) Please refer to 

(Doar, 1996, Zegura, Calvert and Bhattacharjee, 1996, Calvert, Doar and Zegura, 1997) 

for more details on the use of these tools.

Ten different topologies are created for each of the five generated network styles; 

ten sets of receiver distributions are generated for each group membership size. For the 

arpa and mbone networks, where single real topologies are available, a hundred sets of 

receiver distributions are generated. Therefore, all data points in the following plots have 

sample size of 100. Table 3.1 lists the topologies used in this study.

Table 3.1. Networks used in this study.

Name Type Source/ Tool 

used

Topological

Style

# o f

Nodes

# o f

Links

Avg. Node 

Degree

arpa real ARPANET - 47 68 2.89

mbone real MBone - 5019 9310 3.71

rlOO generated GT-ITM random 100 169.4 3.39

tslOO generated GT-ITM transit-stub 100 181.1 3.62

tslOOO generated GT-ITM transit-stub 1000 1819.0 3.64

til 000 generated tiers hierarchical 1000 1681.5 3.36

ti5000 generated tiers hierarchical 5000 8837.0 3.35
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3.2.3 Results

The results of our analysis confirm that the cost of multicast trees can indeed be 

approximated by Equation (3.1), and that the economies of scale (EoS) factor k falls 

within a narrow range for reasonable network conditions. This implies that the L^JL^ 

ratio is an exponential function of the number o f receivers in the multicast group, N. 

Figure 3.4 shows that this exponential relationship applies for all three topological styles 

(random, transit-stub, hierarchical) of generated networks, and the value of k lies in the 

0.8 range (standard deviations are shown with error bars).

Figure 3.5 shows the same Z.m/ iu ratio for two networks, one with 1,000 nodes 

and the other with 5,000 nodes. From this plot it is apparent that the slope k (again -0.8) 

is independent of the total number of network nodes. For example, a 500-member 

multicast group in a 1,000-node network (50% subscription rate) will realize a similar EoS 

factor as a 500-member group in a 5,000-node network (10% subscription rate). This 

important result shows that it is the absolute number of nodes that are receivers in a 

group, not the percentage of nodes that are receivers , that should be used as an indicator 

for multicast tree cost.

Figure 3.6 confirms that the relationship holds for real network topologies of 

vastly different sizes, namely the early ARPANET and the MBone topology of 1996. 

The EoS factor k  is again closely bounded in the 0.8 range.
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Figure 3.4. Normalized m ulticast tree length as a function o f membership size - 
slope is constant (-0.8) across various network topological styles.
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Figure 3.5. Normalized m ulticast tree length as a function of membership size - 
slope is constant (-0.8) across various network sizes.
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Figure 3.6. N orm alized m ulticast tree length as a function o f membership size -
results confirmed w ith real networks.

3.2.4 Tree Saturation

As we have indicated in Section 3.2.1, multiple hosts on a same subnet attached to 

a leaf router may all be part of a multicast group, but they only count as one receiver from 

the router’s point o f view. From a cost-accounting perspective, this result is actually 

desirable, since the incremental cost of serving additional receivers on a shared broadcast 

capable subnet is zero. Even where the subnet is non-broadcast, as with ISP POPs, the 

subnet costs are typically covered by direct subscriber network access charges. However, 

the presence of multiple hosts per leaf router also leads to the tree saturation effect, 

which manifests itself in topologies with large local fanouts.
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Tree saturation is best illustrated by the example of a realistic national ISP, which 

has 1,000 dial-in ports at each of its 100 points-of-presence (POPs). This means that the 

ISP can have up to 100,000 individual hosts connected to the network at any given time. 

Probabilistically, it takes just -500 randomly distributed hosts (0.5% of total host 

population) to join a multicast group before all the POPs have at least one group 

member.23 At this point, the multicast delivery tree is “fully grown” or “saturated”, and 

additional group members can be served at essentially zero incremental cost. Figure 3.7 

gives an illustration of this tree saturation effect. Note that the x-axis is now the number 

of subscribing hosts, rather than the number of POPs with subscribers.

23 The expected number of subscribing hosts (sampling with replacement, for simplicity) needed to place all 

M points-of-presence on the tree is:

E [ N ] = M
*=i k

For M = 100, E [)V] = 519. For the actual case where we have sampling without replacement, the expected 

number would be even lower.
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Figure 3.7. An illustration o f the “tree saturation” effect: it takes ju st -5 0 0  
randomly selected dial-in ports (or 0.5%  o f all ports) to subscribe to a m ulticast 

group before all 100 network nodes become part o f the m ulticast tree. A ll 
subsequent subscribers can be served at no additional cost.

3.3 Multicast Pricing

Since multicast tree cost can be accurately predicted from its membership size, we 

can directly apply the cost expression of Equation (3.1) into a simple price relationship:

Pm/Pu = Nk ' (3.2)

where Pm: price of multicast stream to /Vnodes, relative to

Pa: price of unicast stream to a single receiver; 

k ‘: network-specific EoS factor (empirically derived).
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This relationship holds regardless of whether unicast traffic is subject to per-packet 

(usage-sensitive) or per-month (flat-rate) pricing. Clearly, this gives us a very strong 

motivation to price multicast as a function of N, the multicast group size.

The price relationship of Equation (3.2) is applicable even if we are operating in 

the “tree saturation” regime. In this case, A/should simply be set to A/tot. the total 

number of nodes in the network. For example, an ISP with 100 POPs and k  ’ = 0.8 would 

set the price ceiling of its multicast service to be 100A0.8 or 40 times that of its unicast 

service.

It is important to realize that this pricing approach is different from a flat-rate 

pricing approach.24 In the latter case, all multicast streams are priced at a flat rate, even if 

there is only a small number of receivers, and the tree is far from reaching saturation. Of 

course, a flat-rate pricing approach avoids the accounting overhead associated with traffic 

metering. However, this pricing scheme would favor applications with large numbers of 

receivers, at the expense of other applications with fewer receivers. Consequently, 

applications with fewer than P JP n receivers (e.g., teleconferencing between several 

parties) will not opt for multicast even though it is more bandwidth efficient.

This proposed pricing scheme can be characterized as a two-part pricing scheme. 

Multicast traffic is charged according to N  (raised to the 0.8 power) until Af reaches A/tot. 

at which point the price ceiling takes effect. This two-tiered approach would ensure that 

the multicast service is made available to all traffic types in a non-discriminatory manner.

24 UUNET, the pioneer in IP multicast deployment, currently adopts a flat-rate pricing approach with a 

An/Mi ratio of -400 (UUNET Technologies, 1997). But its president is also predicting an Internet-wide 

switch to usage-sensitive pricing in the near future.
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3.3.1 Membership Accounting

One practical question remains: how can Abe determined for multicast traffic, and 

at what accounting cost? We first recognize that the receiver-initiated nature of IP 

multicast precludes centralized knowledge of membership size. Examination of multicast 

packets is fruitless because the destination address in the packet header is a logical one, 

revealing nothing about the number and locations of the receivers. Secondly, multicast 

group membership can change in real time. Receivers may join or leave the group at any 

point in time, and the multicast tree will be dynamically grafted or pruned accordingly. 

Any snapshot at the beginning or end o f a multicast session will not necessarily yield an 

accurate picture of the group membership.

As pointed out by Shenker et al. (1996), multicast pricing is an inherently non­

local problem. Therefore membership accounting has to be achieved via distributed 

metering. One approach might be to count the number of multicast routers that are part 

of the multicast tree. In the case of reservation-based traffic, membership accounting 

might be achieved by the monitoring o f QoS reservation signaling (e.g., RSVP). Network 

measurement and accounting software are commercially available for installation as edge- 

metering devices to capture the necessary information for accounting and billing purposes.

It is worth reiterating that the membership size thus captured will only indicate 

the number of network nodes with subscribing hosts, Afe, not the total number of 

subscribing hosts, Ar. From the network's point of view, it is concerned with the 

bandwidth usage of the multicast tree, whose cost is dependent on Ar. Therefore, it is 

economically efficient for the network provider to price its multicast service as a function

25 One example is Cisco's NetFlow software (Cisco, 1997), which can be configured to support various 

charging schemes such as QoS-based charging and distance-sensitive charging.
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of N r .  The end user, on the other hand, has to take N r  into account when comparing the 

multicast and unicast alternatives. In the case of unicast, the sender has to transmit a 

duplicate copy of data to each of the Nr destination hosts.26 For multicast, the 

membership size will be N r , with N r  <  N r , since some of the hosts may be attached to 

common routing nodes. The sender would choose multicast over unicast as long as Pm, 

which is equal to (AfoA0.8)*Pu, is less than N r * P u .

3.3.2 Other Issues

This chapter does not address the issue of cost allocation and settlement (Herzog, 

Shenker and Estrin, 1995), except by noting that receiver-initiation does not necessarily 

imply that the charges have to be split among the receivers. There are many instances in 

telephony, for example, where the payment party is different from the initiating party. 

Assigning all multicast charges to the sender would result in a simpler billing system 

because (i) it is consistent with the unicast paradigm, i.e. meter and charge at the network 

entry point, and (ii) it avoids the ambiguities involved in equitably splitting the charges 

among multiple receivers. Out-of-band settlements are always available if needed.

This chapter addresses multicast pricing at the network layer (layer 3). When we 

look at reliable multicast at the transport layer (layer 4), we recognize that multicast 

retransmission traffic patterns may not be as predictable as unicast. There are various 

multicast transport protocols being proposed and developed (Obraczka, 1998). 

Depending on the number of receivers and the protocol used, the number of retransmitted 

packets may be comparable, if not more than the number of original data packets, even at

28 We do not consider the case where proxy caches are installed at the edges o f the network, in which case 

subsequent requests from the same subnet may be satisfied from the local copy. This would mean that the 

sender would only need to transmit N r copies even in unicast mode.
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a low packet-loss rate. Since reliable multicast is still in the development and definition 

phase, it is important to ensure that multicast pricing schemes at the network layer 

properly influence the choice of reliable multicast protocol at the transport layer.

3.4 Dense vs. S parse  Mode Multicast

Many different flavors and generations of multicast routing protocols have been 

proposed (Waitzman, Partridge and Deering, 1988, Ballardie, Francis and Crowcroft, 

1993, Moy, 1994, Deering et al., 1996, Thaler, Estrin and Meyer, 1997), of which several 

have been implemented on the MBone. They can be classified into either dense mode 

(DVMRP, PIM-DM) or sparse mode (CBT, PIM-SM). In addition to bandwidth usage, 

there are many other dimensions to the tradeoff between DM and SM multicast, and 

these have been extensively studied elsewhere (Billhartz et al., 1997, Doar and Leslie, 

1993, Salama, Reeves and Viniotis, 1997, Wei and Estrin, 1994, Wei and Estrin, 1995). 

As a general rule of thumb, DM multicast is perceived to be appropriate for mass- 

dissemination applications such as webcasting, whereas SM multicast is more suited for 

teleconferencing and other applications with just a few receivers. The question is: should 

dense and sparse mode multicast be priced differently?

Dense and sparse mode protocols differ primarily in their tree-construction 

techniques. Dense mode protocols take a flood-and-prune approach, where data packets 

are periodically flooded to the entire network, and branches are pruned where there are no 

downstream receivers. Sparse mode protocols, on the other hand, grow the distribution 

tree on a branch-by-branch basis as new nodes join the multicast group. Dense mode 

protocols work well when most nodes in the network are receivers, but are extremely 

bandwidth inefficient when the group members are few and sparsely located throughout 

the network.

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

We can incorporate the control overhead into the cost model we have developed, 

thus allowing a comparison of the total bandwidth usage between SM and DM multicast 

(and unicast and broadcast as well). Table 3.2 shows the link cost (measured in packet- 

hops per second) for transmitting data to a set of N  receivers at a data rate of a

packets/second. Lm and A, are the multicast tree lengths and unicast path lengths as 

before:

Table 3.2. Data and control/overhead for various options o f sending data to
m ultiple destinations.

Type Data Control Overhead

unicast a  * N * L* -

multicast (sparse mode) a  * Lm

multicast (dense mode) a  * ^ 2(An ~An)^dm

broadcast a  * ^ a  * (Lm’-L J

For unicast, no control overhead is necessary to coordinate the multiple receivers; the 

sender simply transmits one packet to each of the N receivers, and each receiver is on 

average hops away from the sender. For sparse mode multicast, a tree of length Lm is 

constructed for packet delivery. The maintenance of this tree requires a periodic 

transmission of control messages. Once every seconds, receivers have to reannounce 

their intention to remain on the tree by sending out a refresh message. Otherwise the link 

from which incoming packets are received will be pruned from the multicast tree. 

Regardless of how many receivers are downstream of a link, only one refresh message is 

required for each of the Lm links per refresh period. Dense mode multicast, on the other 

hand, takes a flood-and-prune approach. Periodically (once every Tdm seconds) all 

multicast forwarding states time out and the data packet is broadcast to all nodes in the
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network. Then those nodes who have no downstream receivers will send a ‘prime’ 

message to remove itself from the tree. If Lm' is the length of the broadcast tree, then 

there will be (L - An) links on which an unwanted data packet will trigger the 

transmission of a ‘prune’ message in the reverse direction. Finally, for broadcast 

communication, each of the An’ links will carry a copy of the data packet. However, for 

(A„’ - A J of these links, the data packet will be discarded, and hence these are classified 

as overhead in Table 3.2.

The impact and significance of the control overhead is dependent on the data rate 

a  and the timeout periods. For the current multicast protocols, both x^a and Tdm are on 

the order of minutes. Figure 3.8 shows the total link cost (data and control) needed to 

transmit a single data packet to N receivers in the MBone network using the various 

alternatives. As expected, the link cost for unicast is linearly proportional to the number 

of receivers, and the link cost for broadcast is constant We also observe a crossover from 

sparse to dense mode multicast as the number of receivers increases. However, we make 

the interesting observation that dense mode multicast is never the least-cost option in this 

scenario except when all nodes are receivers. In fact, for the transmission of a single data 

packet, broadcast is the preferred approach when more than 40% of nodes are receivers. 

This suggests the cost o f control messages may be prohibitively high for very low data- 

rate applications.

Figure 3.9 shows the same cost comparison when we move to a data rate of 5kbps 

(which is a conservative lower bound for most file transfer and multimedia applications). 

Unicast and broadcast are both unattractive except at the boundaries. Dense and sparse 

mode multicast appear to do equally well at all subscription density levels.
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Figure 3.8. Comparing alternatives for sending one data packet to receivers in the
MBone network.
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Figure 3.9. Comparing alternatives for sending a 5kbps data stream to receivers in 
the M Bone network - there appears to be no difference between sparse and dense

mode m ulticast.
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Upon normalization to unicast cost, and replotting in log-log scale. Figure 3.10 

reveals that there is a significant overhead associated with DM multicast at low 

subscription density levels. In fact, DM multicast is worse than unicast if there are less 

than ten receivers in the group (or 0.2% subscription density). On the other hand, when 

all network nodes are receivers (an unambiguously “dense” situation), DM does not 

perform significantly better than SM.27 We observe that the SM cost curve maintains a 

slope of -0.8. This echoes our earlier results, and corroborates previous findings that 

overhead traffic amounts to no more than 1% of total traffic for SM multicast (Billhartz 

et al., 1997).

These results confirm that teleconferencing type applications can only be 

efficiently supported by sparse mode multicast. Dense mode multicast, on the other 

hand, will likely serve the webcasting market, where the groups are typically larger and 

less dynamic. Therefore, dense and sparse mode multicast services should be priced such 

that users select the appropriate mode based on their expectation of the group 

membership size.

One possible pricing approach is to offer DM multicast at a flat-rate while pricing 

SM multicast according to membership size. This way, applications with large numbers 

of receivers would opt for DM and its flat charge, while those with few receivers would 

choose the membership-sensitive tariff of SM. This approach might be justified by the 

fact that tree saturation is more likely to occur for webcasting scenarios. Furthermore, if 

we expect metering costs to be proportional to the number of receivers, then it may make 

economic sense to meter SM but not DM group memberships.

27 The precise crossover point between SM and DM is highly variable from one topology to the next, but 

the two curves always approach the k=0.8 slope asymptotically. This suggests that there can be no 

meaningful formula or numerical expression for the “sparseness" or “denseness” o f a multicast group.
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Figure 3.10. Com paring dense and sparse mode m ulticast for sending a 5kbps data 
stream  to receivers in the M Bone network - dense mode m ulticast clearly 

consumes more bandwidth when there are few receivers, but the two modes are 
comparable with subscription density as low as 4% (about 200 receivers).

On the other hand, it is also entirely possible that SM multicast will become the 

general-purpose multicast vehicle, displacing DM multicast altogether. As illustrated by 

Figure 3.10, DM has little if  any competitive advantage over SM multicast on a strictly 

link-usage basis. If this scenario occurs, SM multicast should be priced according to a 

two-tier approach as described in Section 3.3. This is the only way to ensure that 

multicast is available to both teleconferencing and webcasting application-types in a non- 

discriminatory fashion.

66

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

3.5 Conclusion

Through the quantification of multicast link usage, this work has demonstrated 

that the cost of a multicast tree varies at the 0.8 power of the multicast group size. This 

result is validated with both real and generated networks, and is robust across topological 

styles and network sizes. Practically, this means that the cost of a multicast tree can be 

accurately predicted given its membership size.

If a network provider takes a cost-based approach to multicast pricing, as 

advocated by this work, the above result provides a strong motivation to price multicast 

according to group size. Recognizing the effect of tree-saturation, a price ceiling should be 

incorporated into the price schedule, with the ceiling set precisely at the tree saturation 

level. This two-part tariff structure is superior to either a purely membership-based or a 

flat-rate pricing scheme, since it reflects the actual link usage at all group membership 

levels. Undesired subsidies between mass-dissemination applications (e.g., webcasting) 

and those with few receivers (e.g., teleconferencing) are eliminated, allowing the multicast 

service to be available to all applications in a non-discriminatory manner.

Explicit accounting of the control overhead allows a comparison of dense and 

sparse mode multicast within our cost framework. We find that sparse mode multicast 

maintains the exponential relationship between group size and cost, while dense mode 

multicast is inefficient at extremely low membership levels. This suggests that, in the 

event when both multicast modes co-exist to serve different markets, dense mode 

multicast is a good candidate for flat-rate pricing and the mass-dissemination market, 

while sparse mode multicast is a good candidate for pricing based on membership size and 

the teleconferencing market
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4. EoS in Time - Distributed 
Network Storage

Whereas multicast communication achieves economies of scale in delivering data to 

multiple receivers, network storage services such as caching and replication realize 

economies of scale in the temporal dimension. By storing copies of data objects in 

distributed locations throughout the network, accesses to data can be satisfied by nearby 

copies, saving the need to go all the way back to the original source. This results in four 

significant benefits:

• reduced access latency

• reduced bandwidth consumption

• server load balancing

• improved data availability/redundancy

The traditional distinction between caching and replication is that of ex-post 

versus ex-ante data duplication. An initial data request is needed to trigger the caching of 

the data object, and subsequent requests for the same object are served from the cached
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copy until it is purged from the cache. A replicated copy of an object, on the other hand, 

is made in anticipation of its use at some future time. This anticipatory execution of 

replication can be based on a highly selective and speculative prefetching algorithm, or a 

complete duplication of the entire object-space (e.g., a mirror site).28

This work suggests that new and important insights can be gained by looking at 

caching and replication from a Quality-of-Service (QoS) perspective. The QoS concept is 

not new; it comes from the transmission domain of data networking. What is new is the 

treatment of caching and replication as different QoS services within a unified network 

storage framework.

When applied to data transmission, QoS introduces the distinction between 

guaranteed service and best effort service. Best effort service is the default service used 

by most applications, and it does not offer any guarantees regarding packet delivery. 

Guaranteed service, on the other hand, offers performance guarantees based on latency, 

jitter and/or loss rates.

When the same QoS concept is applied to network storage, we recognize that 

caching can be considered to be a best-effort service, in contrast to replication which is a 

guaranteed service. Network caches perform best-effort service by storing a local copy of 

each object it sees (except those explicitly tagged uncacheable). Since caches have finite 

storage capacity, they have to evict old objects to make room for new ones. The fact that 

objects may be purged at any time means caches cannot provide any guarantees of data 

persistence. The possibility o f a cache miss introduces uncertainty in the access latency 

of an object, similar to the introduction of jitter in data transmission.

28 See Appendix 4 for a brief discussion and taxonomy of data duplication schemes.
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Replication, on the other hand, represents a service commitment to keep a 

persistent copy of the object. There can be no misses at the replica (transmission 

analogy: no packet drops) in this guaranteed service. In order to provide guarantees, 

replication requires some form of resource reservation. Today, replication setups are 

mostly ad hoc and require manual intervention for want of a standardized reservation 

protocol. It is therefore extremely expensive, if not impossible, for these static replicas to 

respond to changing traffic patterns and network conditions.

The need for service guarantees in data transmission is driven by real-time 

network applications that cannot tolerate variations in packet delay. We believe that the 

demand for network storage services with guarantees will similarly come from 

applications that cannot tolerate the performance variations inherent in all caching 

schemes. These applications may be mission-critical, have stringent performance and/or 

availability requirements, or place high value in consistent data access latency, thereby 

requiring data objects to be kept in persistent storage even if they do not exhibit reference 

locality, or are rarely accessed at all. No amount of intelligent or adaptive caching, or 

overprovisioning (short of infinite cache size) can address the needs of these applications.

4.1 Distributed Network Storage infrastructure with QoS 
G uarantees

The work in this chapter calls for the building of a distributed network storage 

infrastructure with QoS guarantees. This infrastructure will support, in one integrated 

framework, network storage services ranging from best-effort caching to replication with 

performance guarantees. Content owners can, through the use of standardized protocols, 

reserve network storage resources to satisfy their application-specific performance 

requirements. They can specify either the number and/or placement of the replicas, or 

higher-level performance goals based on access latency, bandwidth usage or data
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availability. The network storage provider will optimally allocate storage resources to 

meet the service commitments, using leftover capacity for best-effort caching. Content 

consumers retrieve the nearest copy of the data object, be it from a replica, cache, or the 

original source, in a completely transparent manner.

The network storage resource thus reserved will be available for housing objects 

ranging from web pages, audio and video files, to databases, applets and executables. 

These storage nodes can also support scripts and processes that generate dynamic objects 

and maintain logs of access statistics.

Furthermore, this distributed network storage infrastructure can be integrated with 

the existing transmission-based QoS framework so that applications can select the 

optimal combination of storage and transmission resources to satisfy their performance 

requirements. While the focus of this chapter is on services based on network storage 

resources, we have explicitly adopted and adapted design philosophies and terminology 

from the transmission domain so as to facilitate a seamless integration of the two 

infrastructures in the future.

Figure 4.1 illustrates the process of turning performance requirements into 

performance realization via intelligent allocation of network storage resources. Based on 

its application-specific performance requirements and a-priori information about the 

probable pattern of information access by consumers (across objects, space, and time), 

the publisher uses some standardized semantics to express its formal QoS requirements. 

These requirements are then conveyed to the network storage service provider using some 

well established resource reservation protocol.
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Publisher’s Performance 
Requirements

Information Access 
Patterns

Service Specification  
(Section 4.3)

Service Provision
(Section 4.4)

Network 
Conditions 
& Traffic 
Patterns

Network 
Topology & 
Resource 
Availability

Adm ission C ontrol

Resource M anagem ent 
(Section 4.5)

Economics 
(Section 4.7) Realized Performance: 

latency, availability, etc.

Figure 4.1. From performance requirem ents to performance realization: the 
process flow o f establishing a network storage service w ith QoS guarantees. The 

components in bold are the key com ponents o f the infrastructure.
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The provider, using information available to it regarding network topology, storage 

resources, and other current and projected resource demands, maps the QoS requirements 

into an optimal set of specific resource requirements for both distributed storage and 

transmission capacity to meet the QoS requirements at minimum resource cost.

Having calculated this optimal resource mapping, the service provider attempts to 

reserve the specific link and storage resources as determined by the mapping. Depending 

upon the extent of previous resource reservations, individual transmission and storage 

facilities may admit or deny the reservation request. If  the requests are denied, then an 

alternative resource mapping must be computed, and the process repeated.

Individual storage nodes execute real-time resource management policies (e.g., local 

cache replacement, replica update policies, etc.) to maximize local resource utilization 

while meeting all service commitments.

The result is a performance realization, measured using the same metrics as those 

used to express the QoS requirements in the first place.

Finally, like all other multi-class service infrastructures, appropriate incentive 

mechanisms must be put in place, so that prices can act as market signals to moderate the 

use of the network storage resources.

Given this framework, we can identify the key components of the distributed 

network storage infrastructure:

•  service specification

• service provision

- resource reservation
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- resource mapping (Section 4.4.2)

- admission control (Section 4.4.3)

• real-time resource management (Section 4.5)

• other mechanisms (Section 4.6)

• economics (Section 4.7)

Each of the components and their associated research problems will be described in the 

sections indicated above, following a review of relevant literature in Section 4.2. In 

addition, the resource mapping problem is studied in greater detail in Chapter 5. This 

work is intended to serve as a QoS framework upon which community discussion of this 

distributed network storage infrastructure can proceed.

4.2 Related Work

This work benefits from the cross-fertilization of two fields, namely (i) network 

caching and replication, and (ii) transmission-based QoS. While active research continues 

apace in both fields, this is the first proposal that introduces the notion of QoS-based 

services to the network storage domain. Caching alone is a “best effort” service that 

cannot provide service guarantees to a publisher.

The ideas of caching, replication, and memory hierarchy in general are well 

established in computer hardware, operating systems, distributed databases and 

distributed file systems design. The growth of Internet traffic (FTP and HTTP in 

particular) spurred the expansion of the memory hierarchy into the network itself. 

Caching and replication started out at the edge of the network. Caching proxies (Luotenen 

and Altis, 1994, Abrams et al., 1995) are installed at campus gateways and at the ISP’s
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metropolitan points-of-presence (POPs); mirror sites are installed, with manual 

intervention, as replicated servers of popular FTP/HTTP sites.

4.2.1 Network Caching

Before long, caching progressed into the wide-area network (WAN) itself. 

Motivated by strong references of locality observed in wide-area data access patterns 

(Danzig, Hall and Schwartz, 1993, Almeida et al., 1996, Huberman et al. 1998), network 

caches are organized into hierarchies (Chankhunthod et al., 1995). Despite a dynamic 

hierarchical caching proposal (Blaze and Alonso. 1992), the dominant network-caching 

infrastructure is still a manually configured hierarchy of object caches. The static 

hierarchy is limited to no more than three levels for latency considerations. Some 

proposals call for object sharing among neighboring caches via inter-cache communication 

protocols (Malpani, Lorch and Berger, 1995. Wessels and Clafiy 1997, Wessels and 

Claffy 1998, Fan et al., 1998); others call for network caches that can handle dynamic 

objects (Iyengar and Challenger 1997, Cao, Zhang and Beach, 1998). There is currently a 

flurry of adaptive, self-organizing caching proposals that promises intelligence, scalability 

and adaptability for network caching (Bhattacharjee, Calvert and Zegura, 1997, Heddaya, 

Mirdad and Yates, 1997, Wang and Crowcroft, 1997, Zhang, Floyd and Jacobson, 1997, 

Michel et al., 1998). Under the rubric of "active networking", DARPA has recently 

funded a project looking at the adaptation of protocols developed for cache management 

in network attached storage devices to the larger problem of unreliable WANs (Nagle et 

al.. 1998).

There has been a proliferation of novel replacement policies for network caches. 

These policies are all variants of the Least Recently Used (LRU) or Least Frequently 

Used (LFU) policies. But in addition to object popularity, these policies also incorporate
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object size, distance, latency and/or cost factors into the decision-making process (Cao 

and Irani, 1997). On the other hand, there are applications whose objects are managed 

independent of how frequently or recently they were accessed. For example, objects that 

have stringent performance requirements or are mission-critical need to be kept in 

persistent storage even if they do not exhibit reference locality, or are rarely accessed. In 

these instances, the object owners would seek to secure network storage resources with 

QoS guarantees not available with network caching.

4.2.2 Network Replication

There have been many different proposals for network replication, though the 

only ubiquitous scheme is also one of the earliest: NNTP (Kantor and Lapsley, 1986). 

Network News Transfer Protocol involves massive replication of news-articles to NNTP 

servers (on the order of 10,000's) throughout the network. However, NNTP only offers 

weak consistency, providing no guarantees regarding on-time replication of articles. 

Subsequent work based on this massive replication concept uses either multicast (Lidl, 

Osborne and Malcolm, 1994) or the hierarchical organization of servers (Danzig, Delucia 

and Obraczka, 1994, Obraczka, 1994). The Intemet2 initiative is proposing a distributed 

storage infrastructure which allows massive replication to a system of replicated servers, 

though the content publisher would have no control over the placement of the objects nor 

receive any performance guarantees (Beck and Moore, 1998). Wolfson, Jajodia and 

Huang (1997) examine adaptive replication algorithms for selecting web or database 

replica sites, but does not consider the problem of meeting specific QoS criteria.

Other proposals for network replication tend to focus on the ex-ante vs. ex-post 

distinction of data duplication (Baentsch et al., 1997). Therefore, they should be more 

accurately characterized as proactive or push caching (Gwertzman and Seltzer 1995),
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selective pre-fetching (Kroeger, Long and Mogul, 1997, Wang and Crowcroft, 1996), or 

demand-driven replication (Bestavros, 1995). The prior research most closely aligned 

with our proposal is that of Bestavros and Cunha (1996) and Bestavros (1997). 

However, this work focuses on relatively stable data, and does not examine algorithms for 

optimal placement, alternatives along the spectrum from guaranteed service (mirrors) to 

best effort (caches), nor tradeoffs between reserving storage and reserving transmission 

capacity. Markatos and Chronaki (1998) argue for a hierarchical combination of selective 

replication (pre-fetching) and caching.

Today, mirroring and contracting to web-hosting services remain the only viable 

replication options that provide some form of persistence guarantee to a publisher. Both 

involve high degrees of customization and human intervention, and are therefore limited to 

static, long-term arrangements,29 involving entire sites as opposed to individual data 

objects. Responding to changing traffic patterns and network conditions is extremely 

costly, if not impossible, in these cases.

4.2.3 Transm ission-based QoS

The need for network support for multiple service levels has been long recognized 

(Clark and Tennenhouse, 1990, Ferrari and Verma, 1990, Ferrari, 1992). Real-time 

network applications require some form of performance guarantees that are not available 

from a single-class best-effort infrastructure. Therefore, the concept of QoS was 

introduced at the IETF and ATM Forum organizations and became embodied in standards

29 Official sites for the Olympic Games, World Cup are notable exceptions.

30 There is a recent proposal to bring differential service to web servers and content-hosting servers 

(Almeida et al., 1998). This scheme calls for the preferential scheduling and processing o f requests, but 

does not offer any guarantees with regard to object persistence. In this it is similar to notions of differential 

service for network transmission.
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such as the intserv framework (Braden, Clark and Shenker, 1994) and the Traffic 

Management Specification (ATM Forum, 1996). These standards specify the different 

service classes and the service guarantees available to network applications. The 

realization of these schemes requires advances in traffic specification (Ohnishi, Okada and 

Noguchi, 1988, Ferrari and Verma, 1990), resource reservation (Zhang et al., 1993), 

resource mapping (Hui, 1988, Guerin, Ahmadiand Naghshineh, 1991, Kelly, 1991) and 

admission control (Hyman, Lazar and Pacifici, 1993, Jamin et al., 1997), scheduling 

algorithms31 (Demers, Keshav and Shenker, 1990, Ferrari and Verma, 1990, Parekh, 1992, 

Floyd and Jacobson, 1995) and queue management (Floyd and Jacobson, 1993), along 

with various other control and management mechanisms such as traffic policing. Pricing 

design for multi-service networks has also witnessed a flurry of research activity (Cocchi 

et al., 1991, Low and Varaiya, 1993, Honig and Steiglitz, 1995, Sairamesh, Ferguson and 

Yemini, 1995, Shenker 1995, Clark 1997, Gupta, Stahl and Whinston, 1997, Songhurst 

and Kelly, 1997, Wang, Peha and Sirbu, 1997, de Veciana and Baldick, 1998). While the 

transmission QoS literature provides a useful starting point for identifying the 

mechanisms needed for a distributed network storage infrastructure, we believe that there 

are fundamental differences between the two infrastructures that require more than simple 

adaptation of designs and architectures.

Having identified the relevant literature in network caching, replication and 

transmission-based QoS, we are now ready to describe the key components of the 

distributed network storage infrastructure.

31 Zhang (1995) provides a comprehensive survey of packet scheduling disciplines.

32 For example, transmission buffers generally follow a FIFO discipline (or some variant of FIFO), but 

network storage is usually random access. Therefore, the nature and cost of congestion is not the same. 

Also, we expect the nature and degree of traffic buistiness to be different between data transmission and 

network storage demand.
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4.3 Service Specification

The first step towards creating a useful distributed network storage infrastructure 

is to identify service classes that may be of value to applications. In the previous 

sections we have simply identified caching and replication as the two basic service 

classes. In reality, different applications have diverse needs and performance goals and 

will therefore demand different flavors of network storage services. A service 

specification standard or API (application programming interface) will allow the content 

owners and the network storage providers to communicate, using unambiguous metrics, 

the requirements and expectations of a service commitment.

There are two chief elements to a service specification: traffic profile and 

performance requirements. In data transmission, the traffic profile of the source is 

usually expressed as some combination of peak and average rates, maximum burst length, 

token bucket filter rate, etc. (Ohnishi, Okada and Noguchi, 1988, Ferrari and Verma, 

1990). Performance requirements, on the other hand, are usually specified in delay 

bounds, acceptable loss rates, etc. When a service contract is established, the network is 

responsible for meeting the performance requirements, so long as the source transmits 

data within the prescribed traffic profile.

The specification of a network storage service also consists of a traffic profile and 

performance requirements. The traffic profile declares the amount of storage capacity to 

be reserved, the time and duration of the reservation, and the distribution of data accesses, 

if known. The performance requirements can be expressed along one or more of the 

following (sometimes overlapping) dimensions:

• data access latency (mini-sum, mini-max)

• data access j  itter
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•  acceptable miss rate (including 0%)

• data availability/redundancy

• coverage area

• bandwidth savings

• cost

The distributed network storage infrastructure has to be able to accommodate new service 

classes and new performance metrics as the market demands them. We provide some 

example services here for illustrative purposes (Table 4.1).

Table 4.1. Some exam ples o f  network storage services.33

Service Description (traffic profile, performance requirements)

#1 Deterministic 1GB storage capacity for 1 hour, 100ms maximum latency
#2 Deterministic 1GB storage capacity for 1 hour, 50ms maximum latency
#3 Average 1GB storage capacity for 1 hour, 50ms average latency
#4 Combination 1GB storage capacity for 1 hour, 50ms average latency, 100ms worst

case latency
#5 Stochastic 1GB storage capacity for 1 hour, Probability[latency > lOOmsj < s

#6 Geographic 1GB storage capacity for 1 hour, 100ms latency bound for all receivers
in specific domain or region, or to specific set of receivers

#7 Budget- 1GB storage capacity for 1 hour, minimizing worst-case latency, subject
constrained to budget constraint of no more than K replicas

#8 Placement- 1GB storage capacity for 1 hour, at N specific nodes
oriented

#9 Advance 1GB storage capacity from 2330hr, December 31 1999 to 0029hr,
reservation January' 1 2000, 100ms latency bound

33 While these example services have performance requirements in terms of worst-case data access latency, 

similar services may also be specified with average latency, jitter, or other performance metrics.
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For the first six services, the metric used for data access latency is milliseconds 

(ms). Alternatively, latency might be measured in terms of network hops. For example, 

instead of requiring a 100ms latency bound, service #1 might specify that all data accesses 

have to be served by a replica no more than four hops away. Unless the radius of the 

network is less than or equal to four hops (or 100ms), this service will require the 

reservation of one gigabyte (1 GB) of storage capacity each at multiple nodes. In fact, it 

is up to the service provider to decide which set of nodes need to be hosting replicas in 

order to achieve the latency bound.

Service #2 is identical to service #1 except for a more stringent latency 

requirement. Given a general network topology, we would expect that the number of 

replicas needed for this service to be more than twice that of service #1. This suggests 

that the cost of service is a non-linear function with respect to latency.

Service #3 specifies an average latency bound rather than a worst-case latency 

bound, and therefore the distribution of demand is important. For example, if the 

majority of requests originate from a small cluster of nodes, the service may be satisfied 

by having a single replica close to these nodes. Service #4 simply combines the 

performance requirements of services #1 and #3.

Service #5 provides a statistical guarantee that no more than a fraction e of all data 

accesses will miss the latency bound. A secondary performance guarantee on miss 

latency (e.g., 100% of data accesses within 500ms) may or may not be provided. This 

class of services allows more efficient utilization of the storage resources via statistical 

multiplexing, and should be priced more cheaply than service #1.

Some data objects may be of limited geographic scope, and service #6 allows this 

information to be applied in determining the placement of the replicas.
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Service #7 gives the service provider the responsibility to optimize latency 

performance given a budget constraint In place of minimizing worst-case latency, 

services in this class may also optimize for other criteria such as average latency, jitter, 

minimum-cut, etc.

In some cases, the content owner may decide the exact locations at which to 

replicate the objects. Service #8, for example, would allow the content owner to place one 

replica in each of the major continents, thereby avoiding the need for any transoceanic 

transmission.

Finally, service #9 is identical to service #1 in all aspects except for the start and 

end times of the service. By adding a start-time field to the duration field in traffic 

profile, the content owner can make reservations for storage capacity in advance, rather 

than wait until the need for storage becomes imminent. In order to support this service, 

the infrastructure will have to keep track of resource availability into the future, so that 

resource mapping and admission control may be performed correctly. In return, this 

service allows forward planning by both the service provider and the service consumer. 

The tradeoff between the ability to plan into the future and the cost of maintaining 

scheduling information will determine the optimal planning horizon for this service 

offering. Two very recent proposals of advance reservation mechanisms for 

transmission-based services (Berson, Lindell and Braden, 1998, Schelen and Pink, 1998) 

reaffirm the importance of this class of services.

These services are just a small sample of the many possible services that may be 

offered over the distributed network storage infrastructure. Various other performance 

goals may be substituted for worst-case latency in many of these examples. Clearly, the 

more types of services to support, the richer the specification semantics need to be. The
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challenge, as always, is in achieving the right balance between simplicity and flexibility. 

While these example services offer a glimpse into the many dimensions along which 

services may be classified, we choose to highlight two particular dimensions in the 

following two sub-sections.

4.3.1 Determ inistic vs. Statistical Guarantees

Firstly, services can be differentiated by the "firmness" of their guarantees. The 

QoS work in the data transmission arena provides ample illustrations (Ferrari, 1990, 

Clark, Shenker and Zhang, 1992). The IETF (Internet Engineering Task Force), for 

example, has specified three classes of services as part of their integrated-services 

framework: guaranteed service (GS), controlled load service (CLS) and best effort service 

(BES) (Braden, Clark and Shenker, 1994, Shenker and Wroclawski, 1997, Shenker, 

Partridge and Guerin, 1997, Wroclawski, 1997). Similarly, the ATM Forum (1996) has 

specified four classes: constant bit rate (CBR), variable bit rate (VBR), available bit rate 

(ABR) and unspecified bit rate (UBR). These service classes can be characterized as 

providing one of the following performance guarantees: deterministic, statistical, or no 

guarantee. Services with deterministic guarantees, such as GS and CBR, provide lossless 

packet transmission with a worst-case latency bound. Those with statistical guarantees 

permit a small fraction of packets to arrive outside the latency bound, which may be 

acceptable to some adaptive applications, in exchange for a greater degree of statistical 

multiplexing, higher resource utilization, and therefore lower cost. Finally, best effort 

services (e.g., BES and UBR) offer no guarantees whatsoever.

Applying this to our example services, we see that services #1, #2, #6 and #9 

provide deterministic guarantees on access latency. All data accesses are guaranteed to 

experience no more than the stipulated 50ms or 100ms delay. Services #3 and #5, on the
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other hand, offer statistical guarantees. Service #3 makes latency guarantees only for data 

accesses in the aggregate, but not for individual data accesses. For service #5, up to e of 

data accesses may fall outside the latency bound without violation of the commitment. 

Service #4 offers a combination of deterministic and statistical guarantees. Finally, the 

best effort service of network caching corresponds to the base case of offering no 

guarantees.

It is important to recognize that services #3-5 do not necessarily represent the full 

range of services with statistical guarantees. The exact specification of statistical 

guarantee services may be dependent on the stochastic nature or the source of burstiness 

of the traffic load in question.

There are two sources of burstiness in terms of demand for network storage 

capacity. First, it is conceivable that some content owners may experience fluctuations in 

the size of their corpus. News publishers, for example, may have a relatively stable 

corpus size for ordinary news days but an explosion of additional news articles on days 

with extraordinary world events or stockmarket activity. These publishers may wish to 

characterize their traffic load with average and peak capacity numbers. Second, data 

access patterns may be bursty with respect to the objects requested, the geographic 

locations of the consumers, etc. These patterns may or may not be amenable to 

characterization using some demand distribution function (across objects, space and time).

To the extent that these stochastic behaviors or burstiness can be accurately 

characterized and made available to the network, appropriate statistical multiplexing 

techniques can be applied to improve storage utilization. On the other hand, for those 

applications with no burstiness in storage demand, they cannot hope to realize any 

statistical multiplexing gains, and are better off with deterministic-guarantee services.

85

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Finally, in addition to these guaranteed services, there is also effort at the IETF to 

introduce differential or differentiated service to the Internet (Diffserv Working Group, 

1998). This service provides no performance guarantees, but offers some notion of a 

premium service where packets are given preferential treatment over best effort packets. 

If we wish to apply this differential service concept to network storage, then some form 

of cache replacement policy that takes priority into account will be required. 

Alternatively, “premium” data objects may be tagged and initiated with a negative number 

in its age field when it is first cached.

4.3.2 Perform ance-O riented vs. Placem ent-Oriented Services

Storage services can also be classified as either performance-oriented or placement- 

oriented. Performance-oriented services offer high-level performance guarantees such as 

latency bounds, but hide the exact number and placement of replicas from the service 

requester. Content owners who do not wish to concern themselves with network 

topologies, but care only about overall performance, would subscribe to this category of 

services. Example services #1-5 and #9 fall into this category.

On the other hand, some content owners may wish to exercise complete control 

over the number and placement of the replicas. They are willing to bear the cost of 

learning about the topology of storage nodes in the network. These content owners 

would request placement-oriented services that are similar to example service #8.

Services #6 and #7 allow the requester to impose some geographic and/or budget 

constraints, but still leave the final replica placement decision to the service provider. 

Therefore these services should be considered as performance-oriented.
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This performance versus placement distinction has important architectural and 

economic ramifications, as we shall see in Section 4.4 and throughout the rest of this 

chapter. Ultimately, the distributed network storage infrastructure has to be flexible 

enough to support a wide range of services, including those yet to be specified.

4.4 Service Provision

Having identified some possible network storage service classes, we turn to the 

mechanisms for providing these services. As in transmission-based QoS provision, there 

are three main components of network storage service provision: resource reservation, 

resource mapping and admission control (Aurrecoechea, Campbell and Hauw, 1998).

4.4.1 Resource Reservation Protocol

A resource reservation protocol allows the service requester and the service 

provider to communicate and negotiate the reservation of transmission and storage 

resources according to the service specifications. The protocol must be able to support 

the various types of services to be offered, including both performance-oriented and 

placement-oriented services. It would also be desirable for the protocol to include 

provisions for returning to the requester delivery logs and other indications that service 

level agreements are being met

The resource reservation protocol for network transmission services, RSVP 

(Zhang et al., 1993), serves as a  useful starting point for discussion. One possibility 

might be to extend the current RSVP protocol so that it can support reservation requests 

for storage resources as well as transmission resources. However, we foresee some 

difficulties with this approach. First of all, the concepts of the routing path and end-to-
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end reservation do not apply to storage. Secondly, in the case of replication, the 

“receivers” or the content consumers may not be known at reservation time.34 Whereas 

both sender and receiver(s) are involved in transmission-based resource reservation, only 

the content owner is involved in the storage-based case. This goes against the 

fundamental design philosophy of receiver-initiation in RSVP. The specification of the 

resource reservation protocol is outside the scope of this work, and should be postponed 

until the overall network storage service provisioning architecture has been defined.

4.4.2 Resource Mapping

Resource mapping is the translation of high-level service specifications into low- 

level resource requirements. To be able to make optimal resource allocation decisions, the 

resource mapping entity has to be constantly updated with the status and availability of a 

heterogeneous set of resources at a global level. It may need to maintain a knowledge- 

database with information such as network topology, storage capacity, link capacity, link 

delay, network condition, and predictions of future traffic patterns (possibly based on 

measurements of current traffic patterns).

For a storage-based QoS infrastructure, the resource mapper will map QoS 

requirements into storage resources only. It does so by assuming that only best effort 

transmission service is available, and this service is characterized by some delay 

distribution on each link. On the other hand, for a unified transmission-storage QoS 

infrastructure, the resource mapper may map QoS requirements into a combination of

34 Conversely, the installation and use of local caches by the end user (or organization) may be considered a 

form of receiver-based storage resource reservation, but it is usually performed without explicit involvement 

of the content owners (senders). Finally, network caching may be performed by the network provider in 

complete transparency to both senders and receivers, and without the need for resource reservation.
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storage and transmission resources. These transmission resources may range from 

dedicated transmission capacity (e.g., leased lines), QoS services based on intserv, 

diffserv, to IP “ovemet" services that provide single-hop connectivity between specified 

end points.35

For placement-oriented services, resource mapping is trivial since the exact storage 

nodes involved are explicitly specified. In fact, we can say that "resource mapping” has 

already been performed by the service requester prior to resource reservation.

For storage services with deterministic guarantees, resource mapping has to be 

performed based upon the peak or worst-case resource requirements. The demand 

distribution of data accesses is irrelevant; the resource mapper simply identifies the set of 

network nodes at which storage capacity needs to be reserved in order to meet latency 

and/or other performance requirements for any object requested by any consumer.

For storage services with statistical guarantees, the resource mapper can take into 

consideration the probability distribution of data accesses when determining the optimal 

set of network nodes. To the extent that demand for network storage can be characterized 

as Markovian, it may be possible to apply the effective bandwidth or equivalent capacity 

concepts from the data transmission domain (Kelly, 1991, Guerin, Ahmadi and 

Naghshineh, 1991). However, in Chapter 5, we shall show that the problem can be 

characterized and solved as a weighted ^-center problem, as in the location theory 

literature (Labbe, Peeters and Thisse, 1995).

35 Digital Island, an Internet Service Provider, offers single hop connectivity between major network access 

points throughout the world by selective provisioning of network capacity. This service is used by online 

publishers, for example, to achieve performance targets for their information dissemination applications 

(Rendleman. 1997).
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The output of a resource mapping process, i.e., the amount of resources needed to 

satisfy a particular service, is strongly dependent on the probability distribution of data 

accesses. Consider two data collections, each with 1,000 objects, each of size 1MB, 

resulting in a total corpus size of 1GB each. Suppose individual objects in collection #1 

are equally likely to be accessed, while those in collection #2 exhibit different degrees of 

popularity in accordance to Zipf’s Law (Zipf, 1949), such that 10% o f individual objects 

account for 90% of all data accesses. The content owner requests, for each of the two 

collections, a service for 1GB capacity, and a 100ms delay bound to be met by at least 

90% of all data accesses. If  the resource mapping entity is furnished with the above 

demand distributions, it will compute the equivalent storage capacity to be 0.9GB and 

0.1GB for the two collections respectively.

4.4.3 Adm ission C ontrol

Because network transmission and storage capacities are finite, not all service 

requests can be accepted without adversely degrading the performance of the network. 

Therefore, admission control is needed to reject those requests whose service contracts 

could not be fulfilled by the resources available at the time.

Admission control occurs in two stages. First, individual resource nodes (network 

switches or storage nodes) make local decisions as to whether a service request can be 

accommodated given the current availability of local resources. If all local decisions are 

positive, then a global check on aggregate requirements (e.g., aggregate delay bound) is 

performed (if necessary) before the final accept/reject decision is made.

In the case of transmission, admission control occurs along the routing path 

between sender and receiver (or receivers in the case of multicast). Switching nodes make
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local conditional acceptances and forward the request downstream, or send a reject 

message back to the sender. If a conditional acceptance is made, the switching node is 

obliged to set aside the requested capacity until the aggregate admission control decision is 

made, at which point the capacity is either fully committed or returned to the available 

pool. Therefore, the local admission control decisions have to occur sequentially on a 

hop-by-hop basis, and are finally followed by the aggregate decision.

In the case of storage, there is no notion of a path within a service request, and so 

all of the local admission control decisions can occur independently and in parallel. 

Furthermore, there is no need for an aggregate admission control decision, since there are 

no end-to-end requirements to be met. Therefore, all that is needed is a central entity to 

transmit admission control queries to and collect responses from the storage nodes. This 

role may be played by the resource mapper, or in the case of placement-oriented services, 

by the service requester itself.

There is clearly a tightly-coupled relationship between admission control and 

resource mapping. Therefore, it is important to recognize and leverage the possible 

synergy that may exist between the two entities. When resource utilization level is high, 

and the likelihood of a service request being rejected by the individual resource nodes is 

high, the resource mapping and admission control process may be iterated several times 

before a success is finally encountered. In this situation, it may be appropriate for the 

resource mapping and admission control functions to switch to a “greedy” algorithm or a 

quorum-based algorithm.

Both approaches reduce the number of possible iterations by sending admission 

control queries to more than enough nodes at the first attempt. In the “greedy” algorithm, 

the resource mapper will provide multiple sets of nodes that can satisfy a particular 

service request. The sets may or may not have common elements. The admission
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controller will send queries to the union of the sets, and declares the request admitted as 

soon as it receives positive responses from all the nodes of any given set. In the quorum- 

based algorithm, the resource mapper will provide a set of candidate nodes to which 

queries are sent. The service request will be declared admitted as soon as a quorum 

number of nodes returns a positive response.

4.4.4 Service Provision Architecture

Consider a population of service requesters, demanding network resources from a 

set of storage nodes, operated by one or more service providers. In addition to these 

three entities, there may also be resource brokers who play the role of intermediary or 

reseller in the system. The service provision architecture defines the logical organization 

and placement of the resource mapping and admission control functions among these 

various entities, and the communication (of resource reservation messages) between them.

One important requirement for this service provision architecture is the support 

of both performance and placement-oriented services. As we have already seen, 

performance-oriented and placement-oriented services are very different in nature. The 

architecture that will not only accommodate, but efficiently handle, both classes of 

services must exhibit characteristics of openness and flexibility.

For placement-oriented services, resource mapping is trivial since the exact storage 

nodes involved are explicitly specified. In fact, we can say that "resource mapping" has 

already been performed by the service requester prior to resource reservation. If all 

services were of the placement-oriented flavor, a fully distributed architecture would be 

most appropriate.
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In this fully distributed architecture (Figure 4.2(a)), a service requester makes 

resource reservation directly with the individual storage nodes. The distributed storage 

nodes make independent admission control decisions based upon local resource 

availability. If the local admission control decisions in the aggregate satisfy the service 

specification, then the service can be established. In this arrangement, local storage nodes 

have full autonomy over storage allocation, and the service provider does not need to be 

involved in the process of service provision.36 Unfortunately, a fully distributed 

architecture would have difficulty supporting performance-oriented services.

In order to support performance-oriented services, some entity in the network 

must take on the responsibility o f resource mapping. In fact, if all services are of the 

performance-oriented flavor, a fully centralized architecture might be appropriate.

In a fiilly centralized architecture (Figure 4.2(b)), the service requester would send 

the reservation request message to the centralized entity (possibly the network storage 

provider itself). This entity performs resource mapping and queries the storage nodes for 

resource availability. If the storage resources are placed under centralized control, then 

resource mapping and admission control can be performed as a single integrated function. 

Key advantages to this approach include: cost savings through maintaining only a single 

database of resource availability, and the possibility of scheduling optimizations and 

statistical multiplexing across multiple services. However, requiring all reservation 

requests to go through a centralized entity creates two problems: (i) inefficiency for 

placement-oriented services, and (ii) performance bottleneck and non-scalability.

We propose an open distributed architecture with brokers (Figure 4.2(c)) as the 

appropriate model for supporting both placement-oriented and performance-oriented

36 The service provider may still be involved in other global functions such as billing, etc.
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Figure 4.2. Service provision architectural alternatives.
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services. In this model, storage nodes continue to offer placement-oriented services, while 

performance-oriented services are offered as value-added services through the brokers.

Table 4.2. Entities involved in resource mapping and adm ission control functions 
in different service provision architectural alternatives.

Architecture 
Service Class

Function

Requester

Entitles involved

Broker Storage 
Node(s)

Provider

1. Fullv Distributed
Resource Mapping 
Admission Control

X
X

2. Fullv Centralized
Resource Mapping 
Admission Control*

X

X

3. Distributed with Brokers 
(a) Placement-oriented 
(wholesale to broker)

Resource Mapping 
Admission Control

X

X

(b) Performance-oriented 
(retail by broker)

Resource Mapping 
Admission Control

X

X

(c) Placement-oriented 
(retail by storage nodes)

Resource Mapping 
Admission Control

X

X

The brokers first purchase capacity from the storage nodes, on a wholesale basis, 

as if they are requesting placement-oriented services for themselves (Table 4.2, class 

3(a)). They then resell the capacity on a retail basis to requesters as performance- 

oriented services (Table 4.2, class 3(b)). In this case, the broker performs resource 

mapping and admission control (based on its own stockpile of storage resources), just like 

the provider performs resource mapping and admission control in the fully centralized

r In this arrangement, the storage nodes are placed under centralized control, and so the resource mapping 

and admission control functions may be integrated. Alternatively, if the storage nodes retain their 

allocative autonomy, then the provider will have to query them for admission control decisions.
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architecture. Finally, for those content owners who are interested in placement-oriented 

services, they will contact the storage nodes directly (Table 4.2, class 3(c)), just as they 

did in the fully distributed architecture.

In supporting brokerage and resale of network storage resources, the open 

distributed architecture encourages competition in resource mapping. Indeed, the storage 

providers can choose to become brokers themselves in this architecture. However, 

independent brokers can secure resources from multiple storage providers, thus offering 

services with greater coverage area, higher redundancy, etc. The brokers are in effect 

adding value by maintaining global state, performing resource mapping, aggregating 

admission control, and optimizing resource usage, thereby turning placement-oriented 

services into performance-oriented services.

4.5 Real-Time Resource Management

After the establishment of network storage services, the service provider has to 

perform real-time resource management in order to meet and enforce all service 

commitments.

In network transmission, resource management crudely means deciding which 

packets to transmit next (scheduling management) and which packets to drop (buffer 

management). The simplest queue discipline is FIFO (first-in first-out), which results in 

best effort transmission. To accomplish QoS guarantees, a combination of packet 

scheduling such as fair-weighted queuing (Keshav, 1991) and traffic shaping at the edge of 

the network (e.g., token bucket with leaky bucket rate control) is necessary (Parekh and 

Gallager, 1994). This chapter will not deal with resource management in the data 

transmission context.
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In network storage, resource management means deciding which data objects to 

keep in memory, which objects to purge. The most common replacement policy is LRU 

(least recently used) and it results in the implementation of best effort caching. To 

support QoS in network storage, we need to support the coexistence of data objects from 

both best-effort caching and guaranteed-service replication. Replicated objects have to be 

kept in memory for the entire duration of their service contract, while cached objects are 

aged and purged according to some object replacement policy. In addition to the variety 

of network cache replacement heuristics being proposed (Lorenzetti, Rizzo and Vicisano, 

1996, Williams et al., 1996, Cao and Irani, 1997), cache replacement strategies can also 

include directives from the publisher (HTTP 1.1’s nocache pragma), and ad hoc rules for 

identifying dynamic pages (Inktomi, 1998). The techniques for marking and keeping 

replicated objects in memory might be adapted from virtual memory management (e.g., 

page locking) or distributed file system design (e.g., hoarding) (Kistler and 

Satyanarayanan, 1992). Finally, cache consistency mechanisms and replication update 

policies have to be put in place, and techniques for accomplishing these are readily 

available from distributed databases and file systems design.

4.5.1 Local Storage M anagement

There are several important research questions that have to be addressed with 

regards to local storage management. First, is there an optimal mix between replicated and 

cached objects in a network storage node? If so, what is the optimal mix? Alternatively, 

should a minimum fraction of storage be dedicated to caching? Intuitively, it makes sense 

not to commit all resources to replication, even though replication is expected to generate 

higher revenue than caching. A healthy supply of caching capacity will better deal with 

the burstiness in traffic and minimize the likelihood of thrashing.
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4.5.2 T raffic Policing

Another local storage management issue is traffic policing. What happens when 

the content owner sends content in excess of the reserved amount? The storage manager 

exercises jurisdiction over this “non-conformant" traffic, and decides whether these 

objects should be discarded immediately, put into cache space (if available), or replace 

some existing objects in replication memory. Alternatively, the content owner may be 

sending an updated version of an object, in which case the stale object has to be identified 

and replaced.

The concept of committed information rate (CIR) from frame relay may be 

applied here. In data transmission, performance guarantees are provided for traffic 

transmitted at up to the committed information rate, while traffic in excess of the CIR are 

delivered as best-effort traffic. This guarantees each sender a minimum share of a link 

resource, while allowing them to send additional traffic when other senders are idle. An 

analogous concept of a committed storage rate (CSR) may be developed, such that a 

publisher is guaranteed a minimum fraction of a multi-publisher storage facility, and can 

store additional objects if free space is available. An alternate service might guarantee a 

minimum object lifetime before cache swap out. The feasibility of these alternatives will 

have to be verified through modeling and simulation using cache trace data.

4.5.3 H ierarchical R esource Sharing

Hierarchical resource sharing or dynamic storage allocation also finds its analogy in 

link-sharing in the network transmission context (Floyd and Jacobson, 1995, Bennet and 

Zhang, 1997). A content owner may have different classes of objects in its corpus, and
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wishes to assign different QoS levels for the different classes. The owner can make 

separate storage reservations, each with different performance requirements, for the 

different object classes. Alternatively, it can make a single storage reservation that allows 

real-time control over the allocation of reserved storage resources to different classes of 

data objects.

Consider the example of a popular news web-site (Figure 4.3). The size of the 

entire corpus is 2.5GB, and the publisher classifies the objects into one of three groups. 

The first group comprises of objects deemed critical by the publisher, such as the 

homepage and its navigational bars, the headline news articles, and the advertising 

banners. While its current size is 250MB, the publisher expects the size to fluctuate, but 

not to exceed 500MB. The bulk of the news content (2GB) makes up the second group. 

Finally, 250MB of corporate information (e.g., press releases, job openings, mugshots of 

CEO and VP's) constitute the third group.

The publisher reserves 1GB of storage capacity and specifies the proportion to 

which storage will be allocated among the three groups. The publisher wants 100% of the 

group 1 objects to be in memory, even if the size of the group grows to 500MB. 

Therefore, group 1 is allotted 500MB or 50% of the storage quota. Groups 2 and 3 are 

then assigned 48% and 2% of the quota respectively.

Since there are currently only 250MB of group 1 objects, all of these objects are 

guaranteed to be in memory. The extra 250MB of group l's quota will be 

proportionately shared (at a ratio of 24:1) between groups 2 and 3. Therefore, group 2 

gets 480 + 240 = 720MB of storage and group 3 gets 20 + 10 = 30MB of storage. Should 

additional objects be added to group 1 , storage capacity will be reclaimed from groups 2  

and 3. This ensures that group 1 objects are always in memory, up to 500MB. Without 

this resource sharing scheme, the publisher would have to reserve and dedicate 500MB of
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storage capacity to group 1 objects, even when there are less than 500MB of objects most 

of the time.

Group 1: critical
- home page
- headline news

250MB

500MB

250MB

- ad-banners x
\ \

VX

*✓*
t**

Group 2: normal 
non-headline 
news articles & 2000MB
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photo/video
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_ ^
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information

250MB
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Content Storage Quota Actual Allocation
Note: not drawn to scale

Figure 4.3. H ierarchical resource sharing example.

Using this resource sharing scheme, the publisher can also control the degree of 

statistical multiplexing to take advantage of reference localities in data access patterns. In 

the same example, the publisher is able to achieve 1 0 0 % coverage of group 1 objects (no 

statistical multiplexing), 36% coverage for group 2 objects, and 12% coverage for group 3 

objects. The publisher can increase or decrease the storage quota for groups 2 and 3 to 

control the respective hit rates.
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From this example, it is clear that hierarchical resource sharing is attractive because 

it gracefully absorbs the "burstiness" in object-class-sizes and facilitates user-controlled 

statistical multiplexing.

4.5.4 Global Storage M anagem ent

While the previous subsections deal with management issues local to the storage 

nodes, there are also global storage management issues that require study. In the normal 

operation of the distributed network storage infrastructure, there may be situations that 

require movement of data objects between storage nodes even after resource mapping and 

reservation. For example, changes in network status (e.g., network congestion, down 

nodes or links) may necessitate the movement of objects to maintain the existing service 

commitments. Alternatively, there may arise opportunities (e.g., termination of existing 

commitments, addition of new capacity) where data movement can lead to improved 

resource utility or load balancing. The scheduling of data migration, replication and de­

replication constitutes the scope of global storage management (Schill, 1992).

4.6 Additional Mechanisms

There are two additional mechanisms necessary for the distributed network 

storage infrastructure: (i) resource discovery and (ii) accounting, billing and payment. 

These mechanisms are not specific to the present vision, and have been the subjects of 

substantial research efforts elsewhere. Therefore this section will provide brief 

descriptions and pointers to the appropriate works.
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4.6.1 Resource Discovery

A resource discovery mechanism allows a client to locate a data object or to 

identify the "best" copy among multiple instances of the data object. The selection of the 

best copy might be based on distance, latency, cost, and/or other criteria, and it may 

change over time as network conditions change or data objects migrate. The parallel 

problem (to resource discovery) is location transparency, where clients are automatically 

pointed to the best available copy without the client knowing or worrying about the 

actual location of the copy.

There are two components to resource discovery: naming and name resolution. 

The Internet community has been working on the Uniform Resource Name (URN) 

framework (Sollins and Masinter, 1994), which facilitates the assignment of a globally 

unique, persistent identifier to a resource independent of its location. A URN resolver 

(Sollins, 1998) in turn translates the URN into a uniform resource locator (URL) 

(Bemers-Lee, Masinter and McCahill, 1994) with location information. The location of 

the nearest object or server is a much researched problem (Guyton and Schwartz, 1995, 

van Steen, Hauck and Tanenbaum, 1996, Plaxton, Rajaraman and Richa, 1997, Amir, 

Peterson and Shaw, 1998, van Steen et al., 1998). DNS mapping (Braun and Claffy, 1994, 

Daniel and Mealling, 1997) and anycasting (Partridge, Mendez and Milliken, 1993) are a 

few o f the proposed mechanisms for tackling this problem.

4.6.2 Accounting, B illing and Payment

The migration to usage-based pricing and the introduction of QoS to the Internet 

both require the deployment of accounting, billing and payment mechanisms. Efforts are 

underway at the IETF to define the appropriate accounting architecture (Hirsh, Mills and
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Ruth, 1991, Ruth, 1997). Additional work would be needed to identify the storage- 

specific metrics and include them in the unified Internet accounting framework. Billing 

systems have been developed and deployed in experiments to study end-user behavior in 

face of usage-sensitive pricing (Edell, McKeown and Varaiya, 1995, Varaiya, Edeil and 

Chand, 1998). Sirbu (1997) provides a survey o f various payment protocols developed 

to support electronic transfer of funds over the Internet.

From the storage providers' perspective, accounting is necessary for two 

purposes, namely billing and policing. From the service requesters' perspective, 

accounting serves two purposes as well, namely performance assurance and hit statistics 

reporting. Publishers have been having difficulty obtaining accurate hit statistics from 

web caches, and some have resorted to cache-busting practices in order to keep track of 

accesses to their content. The availability of hit statistics is therefore critical to gaining 

the support of the publishers.

4.7 Economics

The distributed network storage infrastructure represents a completely new 

economy with its unique set of cost structure, market agents, industrial organization and 

economic rules. Therefore its architects and designers have to be cognizant of the 

economic implications of different technical design choices, and consistently select the 

alternatives that promote competition, efficiency and equitability. This section will 

identify QoS pricing as the key economic mechanism, and discuss issues and implications 

relating to the industrial organization of this new infrastructure.
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4.7.1 QoS Pricing

A priority pricing scheme is essential for all multi-class network services. If 

different service classes were priced identically, all users would choose the highest-grade 

service to maximize their utility. Then the situation reverts back to that of a single-class 

service. Price differentiation between the service classes provides incentive for users to 

declare their performance requirements. High-demand users would pay a premium for 

better service quality, while adaptive users are rewarded with having to pay less to use a 

lower-quality service.

The fundamental concepts of QoS pricing are similar between transmission and 

storage. In practice, pricing for storage-based services should be more straightforward, 

since resource usage is localized (at the storage nodes) and therefore easier to quantify.

If one were to take a cost-based approach, network storage services should be 

priced according to amount of storage capacity reserved. The shadow price is the 

opportunity cost of reserving a unit of memory space. Under this arrangement, there 

should be no charge for best-effort caching since no storage capacity is reserved 

beforehand. This cost-based pricing approach is socially optimal because there is no 

price distortion.

In reality, storage service providers may choose a demand-based pricing approach 

for profit maximization. They recognize that users place value in the persistence 

guarantee, freshness guarantee, access statistics reporting, etc., of a guaranteed-service. 

To the extent the providers can estimate the demand-curves for the different service 

classes, they can extract the surplus from the users.
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4.7.2 Industrial O rganization

4.7.2.1 Distributed Storage Economy

There have been several proposals for organizing distributed storage as a market- 

based economy (Drexler and Miller, 1988, Ferguson, Nikolaou and Yemini, 1993, 

Stonebraker et al., 1994, Narayan, Losleben and Cheong, 1995). A property-rental 

analogy can be used to describe these proposals, with the storage space as rental 

property, service providers as landlords, consumers as tenants, and service contracts as 

leases. Using this analogy, we can describe a service contract as a lease agreement 

between landlord and tenant for the occupation of a rental property for the duration of 

the lease. Best-effort caching, on the other hand, requires no leases. But the landlord can 

evict a tenant at any time when a higher-valued tenant is found. The main advantage of 

this market-based organization of network storage is that resources are allocated 

efficiently without centralized control. Furthermore, this construct assists the storage 

providers in framing and answering questions such as "what is the optimal lease 

duration?" or "how far ahead should I accept reservations?" or "when should storage 

capacity be added or removed from the market?"

4.7.2.2 Spot Market, Futures Market and Supplemental Insurance

In section 4.3 the notion of services for future storage capacity was introduced. 

This suggests that a futures market might be established for network storage.

As compared to a spot market, a priority-service market structure which supports 

forward contracts can be operated at lower cost if the resources in question are perishable, 

transaction costs are significant, and customers’ valuations are stable over time (Chao and 

Wilson, 1987). Furthermore, this market structure reveals consumer willingness-to-pay
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under different service reliability conditions, and this information can be used for capacity 

planning purposes.

Finally, in the presence of consumer risk-aversion, supplemental insurance 

provisions may be included in the service contracts. This will enable efficient risk-sharing 

between the service consumers and providers.

4.7.2.3 Vertical Integration and Component-Based Competition

Network storage is a parallel infrastructure to network transmission. For some 

applications, the desired performance level may be achieved by reserving a combination of 

transmission and storage resources. The need to architect the distributed network storage 

infrastructure such that it can be integrated with the transmission-based QoS 

infrastructure has been emphasized throughout this chapter. Indeed, it is not 

unreasonable to expect that economies of scope savings may be realized by the 

simultaneous provision of network transmission and storage services. So, should network 

transmission providers (e.g., the ISPs) be allowed to own and operate network storage 

services?

The answer depends on the assessment o f whether network transmission is a 

competitive or monopolistic market. If network transmission is offered on a competitive 

basis, then ISPs should be free to compete against other entities in the network storage 

service arena. On the other hand, if  ISPs are assessed to be monopolists in network 

transmission, then they should not be allowed to make use of their monopolist position 

to gain unfair advantage in the storage domain.

While economists have assumed a monopolistic market structure to facilitate their 

economic analysis (e.g., Mackie-Mason, Shenker and Varian, 1996), conflicting evidence
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of competition and monopoly abound. On the one hand, there are numerous ISPs of 

varying sizes providing access and transport services at competitive prices. The presence 

of new entrants such as Qwest and Level 3 suggests that the market does not have high 

barriers to entry. On the other hand, consolidation in this industry is widely anticipated, 

and the strategic posturing by the major ISPs with regards to peering agreements seem to 

point to a future with only a very small number of ISPs able to offer global connectivity.

It is also instructive to study the tariff structures of network transmission. 

Today, network transmission is predominantly priced at a flat rate, with some providers 

moving to a usage-based pricing scheme. Yet, when people talk about usage-sensitive 

pricing, they are referring to the number of packets injected into the network, but not how 

near or far the packets have to travel. Under a distance insensitive pricing regime, no 

strong business case can be made for an independent third party replication service.

Consider the example in Figure 4.3, where a content owner wishes to deliver a data 

packet to ./Vreceivers. Under scenario (a), the content owner simply transmits Mcopies 

of the packet to the receivers, incurring a transmission charge of N*Kj (where Kj is the 

cost of transmitting one packet, regardless of distance traveled). In scenario (b), the 

content owner arranges for a copy to be placed at the independent replica server, bringing 

the object closer to the receivers. But the total transmission charge goes up to (N+l)*Kj, 

not to mention the additional storage costs incurred. In scenario (c), the storage and 

transmission services are vertically integrated, and the true cost of transmission is 

internalized. It can be computed as (1 - a )*Kj + N*<xKj. As a  approaches zero, the 

transmission cost approaches Kj. To the extent transmission providers can control the 

pricing of transmission, they can create economies of scope advantage not available to 

independent storage providers.
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To the extent that transmission is a competitive market, vertical integration of the 

transmission and storage markets does not present any anti-trust concerns. Component- 

based competition allows firms to compete, on equal footing, in either one or both of the 

markets. However, in the absence of competition in the transmission market, regulators 

will have to weigh the merits of vertical integration (i.e., economies of scope savings) 

against its costs (i.e., potential for anti-competitive behavior).

K j

M receivers
(a) no replication

K r „  Ky

Replica
N  receivers

(b) replication at independent 3rd party server

( l - a )K r aK j

Replica
N  receivers

(c) replication at vertically integrated server

Figure 4.4. Example shows vertically integrated storage provider can internalize 
transmission cost savings not available to an independent storage provider.
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4.8 Conclusion

This chapter motivates a distributed network storage infrastructure with quality- 

of-service guarantees, and describes its technical and economic mechanisms. When fully 

realized, this infrastructure will support, in one integrated framework, network storage 

services ranging from best-effort caching to replication with performance guarantees. 

Content owners can, through the use of standardized protocols, reserve network storage 

resources to satisfy their application-specific performance requirements. They can 

specify either the number and/or placement of the replicas, or higher-level performance 

goals based on access latency, bandwidth usage or data availability. The network storage 

provider will optimally allocate storage resources to meet the service commitments, using 

leftover capacity for best-effort caching. Content consumers retrieve the nearest copy of 

the data object, be it from a replica, cache, or the original source, in a completely 

transparent manner.

This chapter establishes a QoS framework upon which community discussion on 

this vision can proceed. It also identifies key research areas and problems that need to be 

tackled, including those in service specification, resource mapping, admission control, 

resource reservation, storage management, location transparency, accounting, pricing and 

industrial organization.

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

5. Resource Mapping For 
Distributed Network Storage 

Services

Resource mapping is one of the fundamental components of a distributed network 

storage infrastructure with Quality-of-Service guarantees. It translates high-level service 

specifications (which includes the traffic profile and performance requirements) into low- 

level resource requirements, such as storage and transmission capacities. This chapter 

provides a formal model of resource mapping upon which the process can be applied and 

analyzed.

5.1 Mathematical Model for Resource Mapping and  Admission 
Control

Consider a network G(V,E) with vertices Vand edges E. Each of the vertices is a 

demand point, i.e., it has one or more content consumers that issue requests for data 

objects. Let S  £  Vbe the set o f supply points, i.e., network nodes where replication
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servers are installed, with storage capacity available for replication and placement of data 

objects. The number, location and capacity of these replication servers are determined by 

a network capacity planning process, and are therefore treated as exogenous parameters to 

the resource mapping problem. While the fixed cost associated with setting up these 

servers is assumed sunk for the purpose of resource mapping, it will be properly 

accounted for when we tackle the capacity planning problem in Section 5.3. Presently, 

we shall assume that each storage node Sj € 5  has a variable storage cost of csO) per unit 

of storage per unit time.

Given the lengths of the links, it is possible to compute the shortest distance 

between a demand point v, e  Vand a supply point s, e  5  as d{ij). This distance may be 

measured in terms of hop count or other distance metric. Alternatively, d{ij) can 

represent the network delay between nodes v t and Sj. If we consider the effects of 

network congestion, Le., link delay may vary according to changing traffic load conditions, 

then d{ij) becomes a random variable. In this case an expected value of network delay 

may become appropriate. We assume that the choice of replica sites does not affect the 

aggregate traffic flow pattern, and therefore has no impact on the link delays, i.e„ network 

storage providers are “delay-takers" rather than “delay-makers”.

5.1.1 Traffic Profile

Consider a storage service request for a collection of objects Q, starting at time Ts, 

for a duration of Td. Each object qk e  Q is o f size b(k) octets, so the total size of the 

corpus is

(5.1)
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We define gii.k) as the conditional probability that object qk is requested by some 

content consumer at vertex v, given that there is an object request. The marginal 

probability distribution functions (p.d.f.’s) across data objects in the collection and across 

network nodes are:

£?(*)= Xs(*>*) (5-2)
v»€V

and

£'(*)= X  *(***) (5-3)

respectively. The joint and marginal p.d.f.’s are such that

X  X s(* ’ *) = X  £«(*) = X ^ )  = l- (5.4)
v te V q t^ Q  vteV

If no a-priori information is available for the demand distribution, then it should be 

assumed that

8 ( a ) = M l a v a ' ( 5 5 )

Let X. be the total number of requests for objects in collection Q in the network G 

per unit time. Then the expected number o f requests for object qk at node v, within a 

specific time interval Td is equal to the product of g(i,k), k  and Td. W ithout loss of 

generality we can normalize Td to one.
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5.1.2 Performance Requirem ents

In section 4.2, we note that storage service requests can specify performance 

requirements based on delay/distance, availability or other performance measures. From 

an end-to-end perspective, network delay and server processing delay are two delay 

components experienced by the user. Network delay is that experienced by data packets 

as they are delivered from storage server to end client. It is dependent on the network 

distance between source and destination, the transmission capacity of the links and 

routers, and the traffic load. Server processing delay, on the other hand, is dependent on 

the processing capacity, queuing discipline, and the arrival rate of data requests at the 

storage servers. In this model, we focus on network distance, and ignore effects of 

heterogeneous transmission capacity, server processing capacity, and changing traffic 

conditions.

Different resource mapping functions are required for services with different delay 

requirements. We will describe the mapping problem for each of the following four 

classes of services:

• maximum (worst case) delay bound:

• average delay bound: £?avg ^  t^Vg

• average and worst case delay bounds: Dwg < x^vg and Anax -  \u x

• stochastic guarantee: Probability^ > TtbreshoidJ -  e

5.1.3 Resource Mapping

The resource mapper needs to determine the minimal set of storage servers Xh c  S 

needed to satisfy the traffic profile and performance requirement of the request.
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5.1.3.1 Service with Worst Case Delay Bound

For this service, the set of storage servers Xh must be chosen such that the delay 

bound for data access is met for requests from any demand point vt s  V for any object qk 

e  Q. This implies that all storage nodes in Xh must maintain a full replication of the 

collection Q. Therefore, the amount of storage capacity to be reserved at each node x  6  

Xfr iS B(x) — Brnfpû .

If d(i,x) is the shortest-path distance between vertex v, and storage server xy x  6  

Xh, then the distance from vt to the nearest storage server is

It follows that the worst-case distance between any demand point in the network and its 

closest server is

d{i,Xh) =min d(i,x). (5-6)

D  m ax (Xh) = maxd(i,Xh). (5.7)

Then the resource mapping problem can be expressed as the inverse of the center 

problem (Hakimi, 1964, Hakimi, 1965):

min • cs(x) (5.8)

subject to

(5.8a)
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x „ ^ s . (5.8b)

If all storage nodes have identical variable costs cs, then the problem can be simplified to 

the minimization of the required storage capacity:

RSC= (5.9)
zeXk

But since B(x) is equal to Bcorpus for x  e  Xb, we can further simplify the problem to 

minimizing the number of replicas needed:

\  = min{ h: Xh g  5; {X^ < h > 0 and integer}. (5.10)

Kariv and Hakimi (1979) showed that the ^-center problem is A/P-hard, even for 

simple networks. Algorithms to tackle the problem are presented in (Halpem and 

Maimon, 1982, Labbe, Peeters andThisse, 1995).

5.1.3.2 Service with Average Delay Bound

Consider a service which specifies that the average delay of data accesses not 

exceed Tavg. In this case, based on the demand distribution giik), the resource mapper has 

to determine the optimal set of storage nodes Xb, and the optimal subset of objects Qx to 

be replicated at each node x  6  Xh, such that the delay requirement is satisfied.

Let Xk £  Xb be the set of storage servers that will keep a copy of object qk. We 

can specify the distance from node vt to the nearest storage server x  e Xk as d(i,X^. Then 

the average delay can be computed as:
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= X  IL s i i* )  ■ d{i,X*).
vteV qteQ

(5.11)

At each storage server x e  Xh, it will have a subset Qx of the collection Q. The amount of 

storage capacity required at node xcan be computed as

B(x)= Z m .  (512)
qteQ t

The mapping problem can be expressed as a variant to the inverse ^-median problem:

min ̂ B (x )-c s (x ) (5.13)
xeXk

subject to

D w g V Q  ^  "Cavg ; (5.13a)

Xb c  S. (5.13b)

Again, if all storage nodes have identical variable costs cs, then the problem can be 

simplified to the minimization of the required storage capacity as stated in equation (5.9).

Intuitively, we expect that the replicas are placed closer to the nodes with the 

largest numbers of data requests. Furthermore, we may also expect to find that the most 

popular objects in the collection are most widely replicated. However, these intuitions 

are not always true. If the demand distribution giik)  is not independent in i and k, and 

there is high correlation between popularity and nodes, then the demand for a highly

popular object may originate from a limited geographic area. In this case, a few local
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copies (with sufficient server processing capacity) may suffice in servicing most of the 

data requests.

For those applications where partial replication of the collection is not possible, 

we need to impose the additional constraint: Xk = Xh for all k, or equivalently, Qx = Q for 

all x& Xh. This implies that there will be equal number of copies of each of the individual 

objects, regardless of their difference in access frequency.

5.1.3.3 Service with Average and Maximum Delay Bounds

A service may specify that the average delay of data accesses not exceed t^g, and 

further stipulate a maximum delay bound of u , . The mapping problem can be stated as

min I *  x)cs(x)  (5.14)
xeXk

subject to

Av gPO^Tavg; (5.14a)

AnaxW  < -W  ; (5.14b)

Xb^ S .  (5.14c)

5 .1.3.4 Service with Stochastic Guarantees

Finally, the mapping problem for a service with stochastic guarantees on delay 

bounds may be expressed as
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min £ s (jc) cs(x)
xeXk

(5.15)

subject to

X X ^ ’*) < e ; (5.15a)
vi e V q te Q d (i Xk)>Zi»oMi

XhC.S. (5.15b)

5.1.4 Adm ission Control

Each storage node SjS 5 has total storage capacity TSC(j,i) and committed storage 

capacity Bq(j ,/) at time L For each x  e Xh, a local admission control decision is made to 

accept storage request if, for Ts < t< (Ts + 7̂ ),

In the event that one or more of the storage nodes in Xb return a rejection, the 

resource mapping process may be repeated. These nodes, however, will have to be 

excluded from the candidate pool for future iterations of the mapping process for the 

same request.

5.2 Resource Mapping for ARPANET

As an illustrative exercise, we will consider the resource mapping problem for the 

early ARPANET, a network derived from the real world (Table 5.1 and Figure 5.1).

5(a ) + B q ( x j )  < TSC(x,t). (5.16)
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Given the modest size of the network, we can apply the simple enumeration (exhaustive 

search) technique to the mapping problem. This allows us to explore the various different 

facets and dimensions of resource mapping.

Table 5.1. ARPANET Statistics.

Network ARPANET
Number of nodes 47
Number of links 6 8

Average node degree 2.89
Network diameter (hops) 9

43

2027,

3929,

10
3847 37

3632
34

17,

352624,

44 45

Figure 5.1. Network topology o f early ARPANET.
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5.2.1 Base Case: Uniform  Demand Distribution, Unconstrained Replica Locations

The simplest case is to consider the resource mapping of a collection Q with

(5.5). Additionally, there is no constraint on the geographic placement of the replicas, 

i.e., 5  = Kand replicas may be placed at any node vt in the network. Finally, all nodes are 

assumed to have identical per-unit storage costs. The objective is to solve the cost- 

minimization problems as stated in (5.8) and (5.13) for mapping services with maximum 

and average delay bounds, respectively.

Figure 5.2 shows the results for both the maximum and average delay bound 

problems. The discontinuities are a direct result of the fact that only integer numbers o f 

replicas are possible. As expected, a service with a smaller delay bound will require a

uniform demand distribution across space and objects, i.e., g[i,k) is described by equation

Resource Mapping for ARPANET

8  7
m axim um  d elay  b ou n d  j 

a v era g e  delay bound

0  -r -  

0 2 3 4 5 6 7

Delay bound (hops)

Figure 5.2. Resource Mapping for ARPANET.
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larger number of replicas. For example, a service with = 4 hops requires two replicas, 

whereas a service with -cmar = 2 hops will require six replicas. From the plot we also 

observe that given the number o f replicas, the achieved average delay bound is always 

lower than the achieved maximum delay bound.

Table 5.2 shows additional results for the average delay bound mapping problem. 

Specifically, it shows the delay reductions (in hops) achieved by each additional replica, 

and the optimal replica locations. It is important to point out that moving from h replicas 

to fn-1 replicas does not involve the mere addition of a new replica site. Instead, the 

optimal locations o f the h+ 1 replicas can be completely different from those of the h 

replicas. For example, the replica at node 26 is not retained, but replaced by those at 

nodes 8  and 47, when we move from an h=l to an h= 2 solution. On the other hand, we 

see that only 15 out of the 47 nodes in the network are potential replica sites for 

solutions with up to seven replicas.

Table 5.2. Resource M apping for Service w ith Average Delay Bound.

# of replicas
(h)

Avg. Delay 
(Avg)

Delay Reduction 
(AA vr)

Replica Locations
CAS)

1 3.32 26
2 2.34 0.98 08,47
3 1.87 0.47 02,03,34
4 1.64 0.23 02,03,33,35
5 1.40 0.23 15,26.32,40,44
6 1.23 0.17 15.19,22,32,24.44
7 1.13 0 .1 1 04,08.15,19.22,34.44
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5.2.2 Non-Uniform  Spatial Demand Distribution

Any a-priori knowledge of the spatial distribution of object accesses may be 

leveraged to improve the utilization of storage resources for services with average delay 

bounds. An example of a non-uniform spatial distribution may be:

flO-Cc / = ! , . . , 6

Ct; i = 7...,47
(5.17)

where C/ is a constant such that condition (5.4) is satisfied. This means that nodes 1 

through 6  each experience ten times more requests than nodes 7 through 47. Figure 5.3 

shows the improvements in average delay for this distribution over a uniform spatial 

distribution. Specifically, a service with xavg =1 .5  hops will only require three replicas, 

rather than five replicas in the uniform spatial distribution case.

R esource  M apping fo r  non-un ifo rm  
d e m an d  d is t r ib u t io n

8  -
£  7  -
O 
CO

& J 6 ~
°  ° - 5  -
0 5  *-« a -L 
«  O 4  !
*■> £  ! 
</> © 3 *

E
3 2  f©

3 tO’
©Q£

1 -  

0

 uniform
 non-uniform I

L

I___

^  2 3

Average delay bound (hops)

Figure 5.3. Resource mapping for non-uniform  spatial distribution.
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5.2.3 Partial Replication o f M ulti-O bject Collection

A multi-object collection may have a non-uniform demand distribution gq{k) 

across its individual objects, i.e., some objects in the collection are more frequently 

accessed than others. If the collection owner can convey this distribution function to the 

resource mapper, the latter can leverage this information to improve the resource 

utilization for services with average delay bounds. Specifically, by allowing partial 

replication of the collection, the resource mapper can independently determine the 

optimal number of copies of each individual object. In particular, if g{i.k) is independent 

across / and k, then there will be more copies of the more frequently accessed objects.

Consider a multi-object collection Q, where all objects qk e  Q are of identical 

size.37 The collection has a uniform spatial demand distribution. i.e„

(5.18)

However, the collection has a non-uniform demand distribution across its objects. 

Specifically, the object access pattern obeys Zipf’s distribution (Zipf, 1949):

*(*)=■£ <519>k

where C2 is a constant such that condition (5.4) is satisfied. Figure 5.4 shows, for a 

multi-object collection, the efficiency gains of a mapping solution based on partial

37 The mapping problem becomes more complex if the objects are of different sizes, but only slight 

modifications are required of the solution method presented in Appendix 5 to take object sizes into account 

It is interesting to note that the mapping algorithm will favor smaller objects over larger ones unless the 

latencies are measured on a per-byte basis (rather than a per-object basis).
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replication over one based on full replication. The full replication solution is constrained 

in two ways: (i) the addition of each new full replica necessarily means the addition of 

||C2(| object-copies, (ii) there has to be equal number of copies of each object.

(a) 4 -ob ject collection

V) 0
*n ^
® 2 l. -Q
•5 E
O’ 3  ® Z 
0£

20
>» (̂/)— Au •—
<o 0.16 x  Q. 0 (0 o a
® © 12  
S’ s*
k 0

4 --

full rep lica tion  

p artia l rep lica tion !

2 3

Average Delay Bound (hops)

(b) 8 -object collection
40 T

u .2
«  0-32Q. 0
CO OO 2,

8 * a
0  0 

* -  
V) 0
■o
® 2 L. -Q
‘5 E
O ' 3
s s

g24

16

8 -

full rep lica tion  

partial re p lica tio n

i _• i

2 3

Average Delay Bound (hops)

Figure 5.4. Resource mapping for m ulti-object collections with non-uniform  object 
distribution using fu ll or partial replication.
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Let us consider a service for a four-object collection with xavg o f 2.30 hops. The 

mapping solution based on full replication will require three full replicas (of four objects 

each, resulting in a total of twelve object copies) at nodes 2, 3, and 34 (see Table 5.2). On 

the other hand, the mapping solution based on partial replication will only require eight 

object copies (see Appendix 5 for solution method and full results). The eight object 

copies include: three copies of q\, at nodes 2, 3, and 34; two copies each of qi and <73, at 

nodes 8  and 47; and one copy of q4 at node 26. For purposes o f admission control, this 

translates into 5(2) = 5(3) = 5(34) = 6 (<7t), and 5(8) = 5(47) = b(q?) + b{q^, 5(26) = 

£>(<74), and zero otherwise.

Figure 5.5 shows, for different sizes of collection Q, the resource mapping 

solution based on partial replication.

o
COa.
(0a
«o>
<81—o
tn
-o
©L.
3O’a)Q£

4 0  T

® 3 2  *  
a.
° i
u  2 4  r
© t
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1 8 -z

Partial Replication o f  Multi-Object 
Collections
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- 4  o b je c ts
- - 2  o b je c ts
-  - 1  o b je c t1 L

2  3

Average Delay Bound (hops)

Figure 5.5. Resource m apping for m ulti-object collections w ith non-uniform  object
distribution using partial replication.
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5.3 Network Storage Capacity Planning Problem

So far we have concentrated on the resource mapping problem (as opposed to the 

long-term capacity planning problem), treating the fixed cost of setting up a replication 

server as sunk, and focusing on the marginal cost of storage. This implies that there are 

no economies of scale in network storage costs, and the cost of reserving 1GB of storage 

at each of ten nodes is equal to the cost of reserving 10GB of storage at a single node.

In the long run, however, the network storage service provider does have to take 

the fixed cost into consideration. If this cost were negligible, the network storage service 

provider may choose to install replication servers at every network node, i.e., 5  = V, and 

the resource mapper will have the freedom to place replicas at any location within the 

network. On the other hand, if the fixed cost is substantial, the network storage service 

provider may want to install replication servers at only a subset of all nodes in the 

network, i.e., 5 c  V

The long term network storage capacity planning problem is really an extension to 

the short term resource mapping problem. Whereas we were interested in determining the 

optimal number and placement of the object replicas, i.e., h and Xh, in the resource 

mapping problem, we are now concerned with the optimal number, placement and 

capacity of the replication servers, i.e., ||5||, 5 and TSC(s) V s7 e  5. Furthermore, the cost 

function to be minimized now includes a fixed cost cq that is incurred each time a new 

replication server is installed. For a network storage provider who wishes to achieve an 

average delay bound T̂ vg for its aggregate traffic âggregate, the network storage capacity 

planning problem can be stated as:

min^T co(sj)+TSC(sj) ■ csjsj) (5.20)
sjeS
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subject to

Avg(>3 — ”̂Vg i

5 s  V

(5.20a)

(5.20b)

As a starting point, it appears reasonable for the provider to determine the 

optimal replication server set based upon the demand patterns aggregated across all 

collections in its target market. If the number of collections is large enough, and the traffic 

patterns across different collections are not strongly correlated, then the rate o f change of 

the aggregate g(i,k) should not necessitate frequent and rapid changes in 5.

We propose three heuristic solutions to the capacity planning problem, namely 

full replication, greedy partial replication and conservative partial replication. In the full 

replication strategy, the network storage provider installs ||5|| replication servers, and each 

server has the same amount of storage capacity, i.e., TSC{s) = | | ( ? a g g r e g a ie | |  for all S j.  Both 

of the partial replication strategies allow different total storage capacities to be installed at 

different servers, and TSC{s) < | |( ? a g g r e g a te | |-  In the greedy strategy, the goal is to minimize 

the global storage capacity (summation of TSC{s) across all replication servers), 

regardless of the number of replication servers needed. In the conservative strategy, the 

primary goal is to minimize the number of replication servers, and the secondary goal is to 

minimize global storage capacity. Note that the different heuristics may yield different 

solutions of ||5|| and global storage capacity for the same delay target.

These heuristics are evaluated using an ARPANET example. Assume that the 

aggregate g(i,k) has a uniform spatial distribution across nodes v, and a Zipfian 

distribution across objects qk (i.e., similar to that in Section 5.2.3). Figure 5.6 shows, for 

different fixed costs qj (relative to c$), the total storage cost incurred by the different 

strategies.
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When the fixed cost of installing a new replication server is zero, the greedy partial 

replication strategy will realize the lowest cost solution among the three approaches 

(Figure 5.6(a)). In fact this solution is also the optimal solution to the planning problem 

when Co = 0. The similarity between Figure 5.6(a) and Figure 5.4 reminds us that this 

solution is basically that of the short-term resource mapping problem, where fixed cost 

was assumed sunk.

When the fixed cost of installing a replication server is non-zero, the conservative 

strategy becomes a more attractive heuristic, since it attempts to minimize the number of 

servers before minimizing global storage capacity. This strategy will yield a solution that 

is reasonably close to, if not equal to the optimal solution, especially in high fixed cost 

conditions. Finally, we note that at very high fixed costs, the variable cost of storage 

becomes negligible, and the full replication strategy will perform almost as well as the 

conservative partial replication strategy (Figure 5.6(d)).

5.3.1 Resource M apping with C onstrained Replication Server Sites

In the previous section we stated the network capacity planning problem and 

proposed solution strategies based upon the demand distribution of the traffic in its 

aggregate. However, each individual collection may have its collection-specific g(i,k) 

similar to or different from the aggregate g(i,k) . How will the choice of the constrained 

replication server set S  affect the mapping efficiency of specific collections?

Consider the scenario where crfcs= 100, and the network storage provider chooses 

to m aintain five replication servers to achieve an aggregate average delay bound of 1.50 

hops (Figure 5.6(d)). The results from Table 5.2 (reproduced as the first three columns of
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Table 5.3(a)) indicate the optimal locations of the servers are at nodes 15. 26, 32, 40 and 

44.

With this new constraint of 5  = {15,26,32,40,44}, it is possible to perform 

resource mapping for services with spatial demand distributions similar to or different 

from the aggregate distribution. The right three columns o f Table 5.3(a) summarize the 

mapping result for a collection Qi that has a uniform spatial demand distribution as 

described by (5.18), i.e., the collection-specific distribution is identical to the aggregate 

distribution. We observe that the h* 1 and h= 5 solutions are identical to the 

unconstrained scenario, and therefore incur no penalty in realized average delay. On the 

other hand, mapping solutions with two to four replicas will incur a delay penalty of 

between two and five percent. It is important to note, further, that a small delay may 

translate into a significant storage penalty. For example, a service with xavg = 1.90 hops 

will require three replicas {Xh = {2,3,34}) in the unconstrained case, four replicas (Xb = 

{15,26,32,40}) in the constrained case, representing a 33% increase in storage capacity 

requirement.

Now consider a second collection Qi whose spatial demand distribution is not 

uniform, but as described by (5.17). The collection-specific demand distribution is now 

different from the aggregate, and this results in significant mapping inefficiencies as shown 

in Table 5.3(b). For example, an h= 5 solution with a constrained 5  will incur a 57% delay 

penalty over the unconstrained case. Specifically, a service with xavg = 1 .5 0  hops will 

require three replicas (Xh = {3,5,15}) in the unconstrained case, five replicas (Xh = 

{15,26,32,40,44}) in the constrained case. This translates into a 67% increase in storage 

capacity requirement.
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Table 5.3. Com paring mapping efficiencies for constrained versus unconstrained
replication server sites.

Unconstrained: S=  V Constrained: 5 =  {15,26,32,40,44}
Number of Replica Average Replica Average % penalty in

replicas Locations (Xh) Delay Locations (Xh) Delay delay
1 26 3.32 26 3.32 0 %
2 08,47 2.34 32,40 2.38 2 %
3 02,03,34 1.87 26,32,40 1.96 5%
4 02,03,33,35 1.64 15,26,32,40 1.70 4%
5 15,26,32,40,44 1.40 15.26,32,40,44 1.40 0 %
(a) collection Q\ has uniform spatial demand distribution as described by (5.18)

Unconstrained: 5 =  V Constrained: 5 =  {15,26,32,40,44}
Number of Replica Average Replica Average % penalty in

replicas Locations (Xh) Delay Locations (Xh) Delay delay
1 15 3.09 15 3.09 0 %
2 03,40 2.09 32,40 2.09 0 %
3 03,05,15 1.38 15,32,40 1 . 6 8 2 2 %
4 01,02,03,05 1.09 15,26,32,40 1.51 38%
5 01,02,03,05,06 0.87 15,26,32,40.44 1.37 57%

(b) collection Qz has non-uniform spatial demand distribution as described by (5.17)

The above example demonstrates that a constrained set of replication servers may 

result in significant loss of mapping efficiency, even for a collection whose spatial demand 

distribution is identical to that used for determining the optimal set in the first place. 

Service providers need to take this fact into account when performing capacity planning. 

For the content providers, this result should also serve as a reminder that co-location of 

multiple collections with very different spatial demand distributions may result in a 

solution that is far from optimal.

5.4 Mapping into Storage and Transmission Resources

It is possible to perform resource mapping into both storage and transmission 

resources, though it is a considerably more complex problem. Assume that some form of
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transmission-based QoS service (e.g., intserv or diffserv) is available in the network, such

that the delay between vertex v, and storage server Sj can be reduced from d{ij) to d ^ ij)  at

an additional cost of per octet transmitted. Then the reduced delay between vertex 

Vj and its nearest storage server is

dR(i,Xh) =min.dR(i,x) (5-21)
xeXk

at a cost of Cj ( ij(^ .

Consider a service mapping problem with worst-case delay guarantees. For a 

given Xh, we can determine the set V/.S l^such that

maxdR(i,Xh) < x  max (5.22a)
ieVL

and

max d(i,Xh) < x  m a x . (5.22b)
i e V W L

Our objective is then to minimize total cost38:

r T~ Td [ I i
““Hj J  l X 5(*) Ci(*) + X  #(*,£)• d t\  (5.23)
Vu£vLt=Ts U 6 *  ieVL^eQ  J  J

38 We do not include the transmission cost for initial population and subsequent updates o f the replicas 

here, though it may become significant if  the data write-to-read ratio is high.
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From equation (5.23) it is clear that there are two cost components associated 

with storage and transmission respectively. Storage cost is calculated as before: the 

amount of storage capacity at each node x  e  Xb multiplied by the per-unit storage cost 

cs(x). Additional transmission cost is incurred for each node 6  Vy The cost is 

calculated by multiplying the amount of requested data by that node within the time 

period [ Ts, Ts+ TJ and the per octet incremental transmission cost cj.

Consider a resource mapping problem for the ARPANET with xmax = 3 hops. 

Since we are concerned with worst case delay, we cannot take advantage of any non- 

uniformity in demand distribution. From Figure 5.2 we see that this service may be 

mapped into a solution with four replicas.

Alternatively, this service may be satisfied with a combination of storage and 

transmission resources, such that those data requests that originate from further than 

three hops away from the closest replica are serviced with additional transmission 

resources, allowing them to experience service quality comparable to those requests that 

originate from within three hops of the closest replica.

Figure 5.7 shows, for two different storage to transmission cost ratios, the cost of 

various transmission-plus-storage alternatives relative to the storage-only (four replicas) 

solution. In both cases, we see that each of the four solutions is the optimal solution for a 

given range of data access rate X. The storage-only solution is optimal for the frequently 

accessed objects, since all nodes can be served from less than three hops away and no 

additional transmission cost is incurred. However, as the frequency of access declines, it 

becomes more economical to have fewer replicas and pay transmission charges for each 

data access that originates from more than three hops away. Substantial savings (as much 

as 70% over storage-only solution in this example) may be realized. It is worthwhile to 

point out, however, that accurate information on data access rate is crucial when choosing
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a transmission-plus-storage solution. A higher than expected data access rate may 

quickly turn the optimized solution into a highly sub-optimal one.

Figure 5.8 shows the decision diagram for the ARPANET resource mapping 

problem with = 3 hops, across data rate A. and storage to transmission cost ratio cjcj. 

Consistent with our expectations, a higher data rate leads to an optimal solution with 

more replicas, while a higher storage to transmission cost ratio leads to an optimal 

solution with fewer replicas.
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HHi 3 replicas 
B 3  4 replicas
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Figure 5.8. Optimal m apping decision for storage and transm ission resources
(ARPANET with = 3).

Finally, Figure 5.9 is a three-dimensioned representation of the cost of the various 

solutions relative to the storage-only solution. It is once again evident that significant 

cost savings may be achieved if the cost factors and the data rate is well understood and 

made known to the resource mapping entity.
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Figure 5.9. Resource cost relative to storage-only solution (4 replicas).

5.5 Conclusion

A formal model of resource mapping for network storage services is developed in 

this chapter, allowing the exploration of various flavors of mapping problems that may be 

encountered in a fully realized distributed network storage infrastructure. This model can 

be used for mapping services with different traffic profiles and performance 

specifications. The model is also extended to solve network capacity planning problems. 

Through the application of the model to the ARPANET network, it is demonstrated that 

(i) knowledge of non-uniformity in data access patterns may be exploited to achieve more 

efficient usage o f network resources, and (ii) the number and placement of replication 

servers in the network can significantly affect mapping efficiency for individual 

collections.

138

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

The basic model performs mapping into storage resources only, assuming the 

presence of an underlying best-effort transmission service. The model is extended to 

handle mapping into an optimal combination of storage and transmission resources, where 

the transmission resource provides explicit performance improvements over best-effort 

service. These transmission resources may be physical transmission capacity (e.g., 

dedicated leased lines) or may be QoS services based on intserv, diffserv, or IP “ovemet" 

services such as those offered by Digital Island. Depending on the relative costs of 

storage versus transmission, and the data access rates of the collection, a transmission- 

plus-storage solution may result in significant cost savings over a storage-only solution.
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6. Conclusion

This dissertation offers a systematic characterization of the many facets of scale 

economies in network dissemination of information. It promotes an understanding of 

how new network technologies have changed, and will continue to change, the economics 

of information dissemination. This understanding is essential to the design of engineering, 

economic and policy structures that will constitute the information infrastructure of the 

future.

This chapter will discuss some of the policy lessons that can be drawn from this 

work. A summary of the contributions made in the dissertation, and the identification of 

future research directions, will conclude the chapter.

6.1 Policy Implications and Lessons

It has been emphasized throughout this dissertation that economic mechanisms are 

at least as important as technical mechanisms in achieving efficient utilization of network 

resources. Specifically, prices serve as market signals to the users, providing feedback
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regarding their resource consumption patterns. Prices that reflect the actual costs of 

information dissemination will encourage optimal consumption behavior and maximize 

efficiency in resource allocation. On the other hand, if a significant lag develops between 

technology and economics, the price structure is unable to reflect the actual cost structure. 

Then, misaligned prices will lead to market distortions, hidden subsidies, inefficiencies 

and welfare losses.

The information networking industry is one characterized by rapid changes in 

technology. If technology is a moving target, then what hope is there for the economics 

to stay in step with the technology, or for the price to stay consistent with the cost? 

Should economists and policymakers be put in a position of constantly trying to catch up 

with the technologists? Thankfully, the answer is no. In a competitive environment, 

market pressures will force producers to price at cost. In this sense, competition ensures 

that the industry is both efficient and self-regulating. Therefore, from the perspective of a 

policymaker, ensuring the competitiveness of the information infrastructure is of the 

highest priority.

The distributed network storage infrastructure described in Chapter 4 offers an 

excellent example of the desirability of competition. In Section 4.7, it is suggested that 

economies of scope savings may be realized if network storage services were offered in 

conjunction with network transmission services. This implies that a single integrated ISP 

would be able to offer both storage and transmission based services more efficiently than 

two separate and independent entities, each offering storage-based and transmission-based 

services respectively. On the other hand, if one of the two market segments (e.g., the 

transmission segment) turns out to be monopolistic or oligopolistic in nature, then vertical 

integration by an ISP would open the door to anti-competitive behavior in the other, 

competitive market segment (e.g., the storage segment). For example, the integrated ISP 

may use the monopoly rents extracted from its transmission business to subsidize its
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competitive storage business, and price its storage services at below cost. It does so with 

the knowledge that it is foregoing profit maximization in the short run (Fry et al., 1995, 

Hausman and Tardiff, 1995, Williamson, 1981). However, this predatory pricing strategy 

serves to drive out competition, increase market share, and ultimately achieve lock-in for 

the integrated ISP. By raising the barriers of entry and re-entry to potential competitors 

in the storage segment of the market, vertical integration may actually retard technological 

innovation in the network storage domain. An innovator who comes up with a 

revolutionary technology in network storage, but has no expertise in network 

transmission, would have tremendous difficulty entering the integrated market

This painful and uncertain choice between economies of scope savings and 

component-based competition can be avoided if both market segments are competitive. A 

competitive market structure will offer a level playing field to transmission-only 

providers, storage-only providers, and integrated providers alike. Integrated providers are 

free to exploit efficiency gains from bundling; others are free to specialize in one 

component and compete strictly in that market segment.

Indeed, this is reminiscent of the spirit and rationale behind mixed bundling, which 

we discussed in Chapter 2. The dominance of mixed bundling may be extended to an 

integrated ISP, such that it is in its best interest to offer transmission and storage services 

both individually and in a bundle. Consumers (including resellers) are free to mix and 

match different service components from different providers to build their own service, or 

purchase the integrated service as a whole.

While this dissertation has been singing the praises of cost-based pricing, it must 

be pointed out that cost-based pricing should not be carried to the extreme. At some 

point of granularity, the cost of usage-metering and accounting will begin to outweigh the 

efficiency gains from fine-grained pricing. For example, first-class postage in the U.S. is
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distance insensitive, because the cost of tracking and verification far outweighs the 

benefits of distance-sensitive pricing. Similarly, Internet traffic is not priced according to 

distance today, even though cost is clearly correlated with distance. Section 4.7 identifies 

a consequence of distance insensitive pricing — that it may become an impediment to 

component-based competition for network storage service provision. This consideration, 

along with future changes in metering and accounting technologies, may tilt the cost- 

benefit calculus towards some form of distance sensitive pricing with varying degrees of 

granularity.

6.2 Contributions Made in this Dissertation

This dissertation identifies different levels and dimensions along which economies 

of scale conditions may exist for network-based information dissemination technologies 

and applications. It then proceeds to study these conditions along the object dimension 

(Chapter 2), receiver dimension (Chapter 3) and temporal dimension (Chapters 4 and 5).

Along the object dimension, a multi-product bundling model with multi­

dimensional consumer taste characteristics is developed to study the optimal bundling and 

pricing strategy of information goods such as academic journals. Using empirical journal 

usage data and cost projections for information-deliveiy over the Internet, the model finds 

that metered usage (i.e., articles-on-demand) should account for a significant fraction of 

revenue when articles and subscriptions are optimally priced according to a mixed 

bundling strategy.

Along the receiver dimension, a communication cost model for multicast is 

developed. The model demonstrates that multicast group size can serve as an excellent 

proxy for multicast tree cost. Computer simulations show that, statistically, multicast 

tree length grows at the 0 . 8  power of the m ulticast group size until the point of tree
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saturation, beyond which additional receivers can be added to the group without further 

tree growth. In other words, the marginal cost of multicast declines according to an 

exponential decay function until it reaches zero at tree saturation. This result is validated 

with both real and generated networks, and is robust across topological styles and 

network sizes. This suggests that a two-part tariff may be appropriate if providers 

choose to adopt a cost-based approach to multicast pricing.

Along the temporal dimension, economies of scale savings can be realized through 

network caching and replication. Chapter 4 offers the vision of and motivation for a 

distributed network storage infrastructure with service guarantees. Caching and 

replication can be treated as different service classes within a unified QoS framework. A 

research agenda is proposed, outlining key research areas and problems, including those in 

service specification, resource mapping, admission control, resource reservation, real-time 

storage management, location transparency, accounting, pricing and industrial 

organization.

A formal model of resource mapping for network storage services is developed in 

Chapter 5. This model can be used for mapping services with different traffic profiles 

and performance specifications. The model is also extended to solve network storage 

capacity planning problems. Through the application of the model to the ARPANET 

network, it is demonstrated that (i) knowledge of non-uniformity in data access patterns 

may be exploited to achieve more efficient usage of network resources, (ii) the number and 

placement of replication servers in the network can significantly affect mapping efficiency 

for individual collections. Finally, the model is extended to handle the mapping of 

services into an optimal combination of storage and transmission resources.
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6.3 Future Work

The bundling model in Chapter 2 assumes that a journal is made up of individual 

articles. This assumption may be relaxed to include other separable components to a 

journal subscription, such as the table of content, indices, abstracts and other 

announcements. Readers can assign different valuations for each of these components just 

as they do for the individual articles. Therefore these components can be candidates for 

unbundling as well. The optimal pricing strategy of these components may be of interest 

to information producers. Also, the bundling model can be extended to maximize total 

surplus (the sum of consumer and producer surpluses) rather than producer surplus only.

In Chapter 3, the power relationship between multicast group size and multicast 

tree length is established by means of computer simulation, where Dijkstra’s algorithm is 

used to construct multicast trees over real and generated network topologies. It may be 

worthwhile to pursue a theoretical basis for this result, possibly based on graph theory 

and/or combinatorial analysis.

Chapter 4 provides a research roadmap for the distributed network storage 

infrastructure, and outlines the key mechanisms necessary for the vision to become a 

reality. These mechanisms include: service specification, resource mapping, admission 

control, resource reservation protocols, real-time storage management, pricing, etc. While 

each of these mechanisms has to be developed for the infrastructure, there is significant 

amount of knowledge from the fields of transmission-based QoS, distributed file systems 

design, distributed database design, etc., that can be leveraged in this effort.

The formal mathematical model constructed in Chapter 5 is a first step towards 

resource mapping for the distributed network storage infrastructure. The mapping 

problems are identified to be variants of the k-center and ^-median problems, which have
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been established by operations researchers to be /VPhard. Therefore, additional work is 

needed to develop algorithms (approximations and heuristics) that are efficient in and 

appropriate for the distributed network storage environment.

The field of information dissemination and data networking continues its rapid 

pace of change and transformation. New technologies and business models may unveil 

new levels and dimensions along which economies of scale opportunities could emerge. 

For example, the development of an ubiquitous electronic marketplace may result in scale 

economies in the seller dimension. The aggregation of multiple sellers in a common 

market exchange will reduce both transactional and search costs, which may or may not 

lead to a reduction in price dispersion (Economist, 1998). Economies of scale conditions 

in the demand side, i.e., network externalities, may also become important in the 

information dissemination context. Given the deluge of information sources, consumers 

may find greater value in those sources with larger subscription bases. Finally, it may be 

fruitful to examine scale economies in other data networking applications that are not 

specific to information dissemination, e.g., real-time interactive applications.
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Appendix 1. Derivation of Producer Surplus for 
Alternative Bundling Strategies

A profit-maximizing journal publisher will seek to optimize the prices Pj and P \

= jj[Pj — MCj\f(wo,k) ■ dwo ■ dk-F JJ n[P.\ — MCA\f(wo,k)- dw0 dk (A l.l)

alternative bundling strategies, we need to identify the regions Rj and/or RA in each 

scenario. This allow the limits of integration for the definite integrals to be quantitatively 

specified.

Additionally, the p.d.f. of the journal reading population in { w0,k) space has to be 

specified. The assumption of independence between random variables w0 and k, and the 

choice of the probability distributions gives l{w0,k) = /^(wq)- fk(k), where

by maximizing the objective function II, restated here from equation (2.8):

To derive the gross margin or producer surplus attainable from each of the three

1 0  < Wo < 1 ;
0 elsewhere;

(A1.2)

(A1.3)

From equation (2.4), n  , the optimal number of articles consumed, is

(A1.4)
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Finally, from equation (2.7), we have the marginal cost per journal (MQ) expressed in 

terms of the marginal cost per article (M Q : MQ = MC. With these substitutions, 

producer surplus under each bundling alternative ( I I p b ,  IIpu and IImb) can be expressed as 

functions of Py P\, MC, y and the model parameters TV and X.

A l. 1. Pure Bundling

The limits of integration for the pure bundling strategy are based on the 

boundaries of the region Rj, as defined by the Uj = 0 curve in Figure 2.5. Solving for Uj = 

0 requires the quantification of Wy Integrating w{n) over all articles (0 < n < N-l) results 

in

N

W j = J vv(rt) • dn + A: (A1.5)
0

or

( kNw<>
1 — r ~ + A c  i f  k < \ ,

W j  = i[A 2 k - \  )N wo

I 2k

(A1.6)
+  Ac i f  k >  1,

The compensating term Ac is the sum of all triangular areas not integrated under the 

demand curve w{ri) in Figure 2.3. There are kN  (or N if  k  > 1) triangles, each with an area 

of wJ2kN. Therefore Ac is independent of TV (and k  if k<  1):
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Ac H f ( ? )
i f  k < l ,  

i f  Jt > 1.
(A1.7)

Substituting these results into Uj = Wj - Pj = 0 yields

W o = i
W o 2 =

I ’ IL Nk +  IJ

2kPj 
2 k N -N + l

(A1.8)
A: > 1.

Using w0\ and wQi as the limits of integration for equation (A l.l), we can express 

producer surplus under the pure bundling scenario as

1 1  ! n„ = j \{ p ’ — t f 1 • M C ]f(w o ,k )-d w o  ■ d k  + J J[P/ —AT ■ M C \f( w a ,k ) ' dwo- d k
>v<*= m» i  A r=  I  m o  = w o  :

or

nre =[p '  — A P A f C j i  J JXe  ̂ ! t i  d w o - d k +  J Jx̂  ' s ^ d w o d k ' .  (A1.9)
be i twsw«:

Note that the absence o f a RA region in pure bundling means that the second term of 

equation (A l.l) can be dropped. Differentiating Ilpe with respect to Pj and setting it to 

zero, the optimal bundle subscription price Pj and the corresponding IIpb can be 

computed numerically.
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A  1 .2 . P u re U nbun d lin g

Under pure unbundling, there is no region Rj since no subscription bundles are 

sold. Instead, the region of integration is RA, the area to the right of the line wQ = PA:

i
I U  = J  —MC]-n • f{wo,k) ■ dwo ■ dk■ (A1.10)

■ _ 1 w~Pjl
s

However, n'(w0,k) has a discontinuity at n = N. This mandates the integration to be 

carried out in two parts. We can locate the region where n = N, which is northeast of the 

n — 100 curve in Figure 2.6, by solving ivt/V-l) = PA. This yields k  = wJ{wa-PA). 

Therefore, producer surplus under pure unbundling can be expressed as:

n,„ - l r - m  j j
= W° W.=PAt . II N A J

(A l.ll)

Again, IIpu can be differentiated with respect to PA and set to zero, and the optimal article 

price PA and the maximum IIpu can be solved numerically.

The actual utility gained from the purchase of n * articles, WA, can be determined 

by summing (or integrating) all the w{ri) ’s for 0  < n < n *:

n*
Wa = J w(/i) - dn  +A*C; (A1 .1 2 )
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or

Wa = { k N ){ w o -  Pa ) - [ — ) ( wo- P a )2 + A*. (A l.l3)
\2w oJ

In this case, Ac' is not the entire area Ac, only a fraction proportional ton":

.  | (si?)
m m  •

which can be reduced to:

Ac = min[l,&] '("“""J”"”)' (A l.l 4)

From here, the net benefit derived from purchasing n* individual articles under pure 

unbundling can be calculated as U \ = W \ - n*- P\, or

f r r min[l,fc]V _ . f  kN  V .2 kN(w0 - P a )P.\ .  .
Ua = \ k N +  (wo-Pa)- --- (wo-Fa)  ----- -— . (A l.l5)

V 2 )  \2 w o J  wo

A1.3. Mixed Bundling

The consumer choice regions under mixed bundling may take on one of two 

slightly different shapes and boundaries depending on the Pj/P\ ratio. Figure A l.l  

illustrates the two alternate scenarios. In each case, we need to solve {Uj = 0, U\ = 0, U]

= Ua}  to establish the boundaries between the different regions. The solution to U] = 0 is
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the same as that in the pure bundling scenario. The solution to U\ = 0 is simply wQ = PA. 

Solving for U] = U\ yields (for k < 1 and wa > Pa):

k  =
wJ(2Pi— Wo)

M ( P a 2 — 2w o P a )  +  W o{\Vo— P a ) ’
(A l.l 6)

or equivalently.

Wo =
(kPA + 2 k N P » - 2 P , ) +  J ( 4 - U ) k N P A 2 + (k P A + 2 kN P * -2 P > )2

2(* - 1)
(A1.17)

t Uj = 0 UA = 0

\ RJ1: RJ2:
\  Journal Journal

NPA
2Pj  Ro: \

N o n e

2PJ p . 0 I T  PA

Ra2- ArtldesUj "  Ua
- -  -  U j  = 0

-------------- ► wo

Ra i  
Articles

Uj =0

ua=o
n pa  

21NPa -p j !|
RJ2 'Journal

RJ2: , Journal

Uj = Ua
- RA2: Articles

Articles
_ U j  = 0

(a) 1 < Pj/Pa < N/2 (b) N/2 < Pj/Pa < N

Figure Al.l. Consum er choice in m ixed bundling scenario

For Pj/Pa ^  M2, as illustrated by Figure A l.l  (a), we can express producer surplus as 

11mb(S)*

H m b (S) =  F Im b (s).a  +  I I m b (S)j (A l.l 8)
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where

f .  «.  1
n wB(S)A = [Pa-M C]-{  J \ n  -f{wo,k)-dwo-dk\  (A1.19)

I

and

[  l  -  I  F a  - F a  |

= [ P j - N r MClfr J jf(w*,k)dwcdk+ J J f(wo, k)dwadk + J J /(w„ k)ctwdk\'
I  W— f k k w k  L - ? * *  * » |  M » M 2  j

L WPA /

(A1.20)

F o r M2 < Pj/PA < N, we have, instead, IImb(B)-

Î MB(B) = nMB(B)A + HmB(B)J (A 1.21)

where

f SPA  "j
■ H . I  l I f  «•* 21W*- I »I  |

=[Pa-MC[ { J J n’ /(  w<*k)dv*>dk ■+• J J n f{w,,k)dwdk + J jV  f(wo,k)dw,dk ̂
S,BM - * L 4  I

(A 1.22)

and

[ i i i ]
=[P j- ^ MC\\ j J f(w o ,k]d w o d k  + J ^ f { w 0,k ) d w td k  k(A1.23)

["*=*>1^, *=* t= l  Wo=» 2 J
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Since we do not know, a priori, the ratio Pj/P&, we need to compute both IImb(S) and 

IImb(B)» obtain the two sets of optimal prices, and by inspection of the ratios determine 

which set of the results is valid.
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Appendix 2. Sample List of Web-Hosting Service 
Providers

Service Provider URL S/MB download

AT&T Easy World Wide Web http://www.att.com/ $0.50

Cowboy.Net http://cowboy.net/commerdal_prices.html $0.05

Citizens Internet Service http://www.swva.net/citizen/services/webprice.html $1.00

DC-AdNet http://www.dc-adnet.com/prices.htm $1.00

Internet Industries Web Hosting http://www.industries.net/webhosting.html $0.05

Internet Video Services’ netvideo http://www.netvideo.com/netvideo/price.html $0.02-$0.08

Multiboard Communications http://www.multiboard.com/services.html $0.07-$0.10

PreciseNet Web Site Hosting http://www.precisenet. com/host.htm $0.20

Pro-NetMedia Creations, Inc. http://www.pdnc.com/pricing.htm $0.25

Serview Premium Webhosting http://serview.com/pridng.html $0.10

Sustance http://www.he.net/~sustance/prices.html $0.039-$0.10

Compiled: January 1997
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Appendix 3. Source Code for Multicast Cost 
Quantification
z*-----------------------------------------------------------------------------------------------------------
* Multicast Cost Quantification (filename: spt.c)
*
* John Chung-I Chuang
* written 10/2/97
*
* Approach: construct source-based shortest path trees (in both
* unicast and multicast modes) using adjacency list structure
* and priority-first search algorithm (Sedgewick, 199x).
*
* usage: spt <#recaivers> <grp_list> <net_list>

^include <stdio.h>

adjacency list structure (Sedgewick, p 421)

#define maxV 40000

struct node {int v; int w; struct node ‘next; }; 
struct node * t ,  *z; 
struct node *adj [maxV]

int j, x, y, ec, a, V, E;

FILE *ifpl;

void adjlistO 
{

fscanf(ifpl, "%d %d\n", &V, &E); 
z = (struct node *j malloc(sizeof *z); 
z->next = z;
for (j =1; j <= V; j++) adj[j] = Z ;  

for (j =1; j <= E; j++)
{

fscanf(ifpl, “%d %d %d %d\n“, &x, &y, &ec, &a);
/* Set ec = 1 if computing hop-based shortest path tree */ 
/* ec = 1; * /
t = (struct node *) malloc(sizeof *t) 
t->v = x; t->w = ec; t->next = adj[y] 
t = (struct node *) malloc(sizeof *t) 
t->v = y; t->w = ec; t->next = adj[x]

}
}

void printadjlist()

adj (y] = t; 

adj [x] = t;

158

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

{
printf("Printing adjlist:\n");
for (j = 1; j <= V; j++)
for (t = adj[j]; t != z ; t = t->next)

printf("%d %d %d\n", j, t->v, t->w);
>

/ * -----------------------------------------------------------------------------------------------------
* Reading in source and receiver membership list

struct memb {int v; struct memb "next; }; 
struct memb *tl, * t 2 ,  *z2, "ontree;

int numr, des; 
int src = 0;

FILE *ifp2;

void memblistO 
{

z2 = (struct memb *) malloc(sizeof *z2) ; 
z2->v = 0; 
z2->next = z2; 
ontree = z2;

for ( j  = 1; j  <= numr; j + + )
{

fscanf(ifp2, “%d\n“, &des); 
t2 = (struct memb *) malloc(sizeof *t2); 
t2->v = des; t2->next = ontree; 
ontree = t2;

}
>

void printmemblist()
{

printf("Number of receivers = %d\n“, numr) ; 
printf("The receivers are \n"); 
for (tl = ontree; tl != z2 ; tl = tl->next) 

printf(“%d\n“, tl->v);
i

/ * -----------------------------------------------------------------------------------------------
* priority-queue utilities
*_    — _ — —        — —

#define maxQ 40000

static struct pqueue {int ver; int pri; }; 
static struct pqueue q[maxQ+l]; 
static int head,tail;

void pqinitialize()
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{
head = 0; 
tail = 0;

}

int pqempty()
{

return head == tail;
}

void pqinsert(int v, int p)
{

q[tail].ver = v; 
q[tail++]-pri = p;

}

int pqremove()
{

int j, hi, temp; 
hi = head;
for (j = head+1; j < tail; j++)

if (q[j].pri < q[hi].pri) hi = j; 
temp = qthi].ver; 
q[hi].ver = q[— tail].ver; 
q[hi].pri = q[tail].pri; 
q[tail].ver = 0; 
q[tail]-pri = 0; 
return temp;

}

int pqupdate(int v, int p)
{

int j ;
int done = 0 ; 
int changed = 0 ;
for (j = head; j <= tail && idone; j++)
{

if ((q [j]•ver == v) && (p < q[j].pri))
{

q [j]-pri = p; 
done = 1; 
changed = 1;

}
else if (q[j].ver == v) done = 1;

}
if (Idone)
{

pqinsert(v,p); 
changed = 1;

}
return changed;

}

void pqprint()
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p r i n t f ( " p q p r i n t \ n " ) ;
f o r  ( j  = h e a d ;  j  <= t a i l ;  j++)

p r i n t f ( " % d  %d\n",  q f j j . v e r ,  q [ j ] . p r i ) ;

/ * -------------------------------------------------------------------------------------------------------------------------
* priority-first search algorithm (Sedgewick, p 455)
 ★            _  _  _

#define unseen 100000

/* use the following priority for finding shortest path tree */ 
#define priority (val[k] + (t->w))

/* use the following priority for finding minimum spanning tree */ 
/* (tdefine priority (t->w) */

int val[maxV], dad[maxV]; 
int id = 0;

void visit(int k)
{

if (pqupdate(k, unseen) != 0) dad[k] = 0; 
while (!pqempty())
{

id++; k = pqremoveO; val[k] = -val[k]; 
if (val[k] == unseen) val[k] = 0; 
for (t = adj[k]; t != z; t = t-> next) 

if (val[t->v] < 0)
if (pqupdate(t->v, priority))
{

val[t->v] = - (priority); 
dad[t->v] = k;

}
}

}

void constructfulltree()
{

int k;
pqinitialize();
for (k = 1; k <= V; k++) val[k] = -unseen;
for (k = 1; k <= V; k++)

if (val[k] == -unseen) visit(k);
}

/ * -------------------------------------------------------------------------------------------------------------------------

int dist(int a, int b)
{

int cc;
if (a == b || b == 0) return 0;
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else
{

for (t = adj[a]; t != z ; t = t->next) 
if (t->v == fa) cc = t->w; 

return cc;
}

}

void printfulltree()
{

int mm;
int fsptlen = 0; 
int funilen = 0;

for (mm = 1; mm <= V; mm++)
{

funilen = funilen + val[mm] ; 
fsptlen = fsptlen + dist (mm, dad[mm] ) ,-

}

printf("full unicast tree length = %d\n", funilen); 
printf("full SPT length = %d\n", fsptlen); 
printf("ratio = %d%%\n“, 100*fsptlen/funilen);

}

/* ------------------------------------------------------------------------------------------------------------- '
* finding tree lengths for mcast group *
 *-------------------------------------------------------------------------------------------------------------*/

struct memb *t3, *t4, *t5, *t6;

int ingroup(int k)
(

int match = 0;
for (t3 = ontree; t3 != z2 && Imatch; t3 = t3->next) 

if (k == t3->v) match = 1; 
return match;

}

void add2group(int k)
(

t4 = (struct memb *) malloc(sizeof *t4) ; 
t4->v = k; t4->next = ontree; ontree = t4;

>

void constructgrouptree()
{

int k,now,new; 
float fO, fl, f2; 
int gsptlen = 0; 
int gunilen = 0; 
int count = numr; 
int nextcount = 0;
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int complete = 0;

for (k = 1; k <= V; k++)
if (ingroup(k)) gunilen = gunilen + val[k],-

while ([complete)
{

complete = 1; nextcount = 0 ;
for (t5 = ontree; t5 != z2 && count 1= 0; t5 = t5->next)
{

now = t5->v; 
new = dad(now] ;
gsptlen = gsptlen + dist(now,new); 
count— ;
if (new != src && !ingroup(new) )

{ add2group(new) ; nextcount++; complete = 0 ; }
}
count = nextcount;

fO = numr * gsptlen / gunilen;
fl = 100 * numr / V;
f2 = 100 * gsptlen / gunilen;

printf(“%6d %6.2f %6.2f %6d %6d %6.2f\n”,
numr, f0, fl, gsptlen, gunilen, f2);

main program

main(int argc, char ** argv)

i f p l  = f o p e n ( a r g v [ 3 ] , “r “ ) ;  
i f p 2  = f o p e n ( a r g v [ 2 ]  , " r “ ) ; 
numr = a t o i ( a r g v [ l ] ) ;

a d j l i s t ( ) ;  
f c l o s e ( i f p l ) ;

m e m b l i s t ( ) ;  
f c l o s e ( i f p 2 ) ;

c o n s t r u c t f u l l t r e e ( ) ;

c o n s t r u c t g r o u p t r e e () ;
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Appendix 4. Taxonomy of Data Duplication 
Schemes According to Traditional Ex-Post vs 
Ex-Ante Distinction

Table A4.1 presents a taxonomy of data duplication schemes according to the 

traditional ex-post vs. ex-ante distinction:

Table A4.1. Taxonomy of data duplication schemes. 39

copy
location

ex-post
(caching)

ex-ante
(selective prefetch) <----------- > (full replication)

client

organiz­
ation

network/
provider

source

browser cache (C)

proxy cache (0 )

network cache (N) 
reverse proxy cache (S)

pull: prefetch adjacent objects (C) 
push: webcast-enabled client (S)

webcast proxy server (S) netnews/NNTP (0)

web hosting (N+S) 
distributed network storage service (N+S)

mirror site (S)

Caching and replication can be performed at any location between the source and 

destination. Web browsers maintain a local cache on the client's host; organizations run 

proxy caches at the network edges (typically at their firewalls); experimental network 

caches are placed at key nodes in the network. For the case of replication, we observe 

increasing selectivity as we move from the data source to the client. This is consistent 

with the basic principles and motivations of computer memory hierarchy design.

39 The letter in parenthesis (C: client, 0: organization, N: network or S: source) indicates the entity 

responsible for managing the copies.
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The letter in parenthesis (C: client, O: organization, N: network or S: source) 

indicates the entity responsible for managing the copies. In the case of caching, the 

managing entity is apparently dictated by the location of the caches. In the case of 

replication, however, the source appears to take on a greater role in replication 

management at all locations. Network news is by no means an exception: news messages 

are composed by authors throughout the network and so each of the NNTP news servers 

at the network edges are both sender and receiver at the same time.

In the case where the network takes on the management of caches and replicas, we 

begin to see the prototype of a distributed network storage service. If the use of network 

caches and replications become prevalent, we may expect the network provider to begin 

engaged in the provision of both transmission-based and storage-based services. Then the 

network infrastructure will consist of not just the links and switches, but storage elements 

as well.
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Appendix 5. Solution Method for Resource 
Mapping with Partial Replications of Multi-Object 
Collections

In Section 5.3.3, we considered the resource mapping problem where it is possible 

to create partial replicas of collections with multiple objects. Specifically, we assumed 

that all objects in the collection are of equal size, and per-unit storage cost is identical 

across all network nodes. This allows us to develop a solution method for the mapping 

problem stated in (5.11), which is presented in this appendix.

There are four inputs to this solution method, namely the delay target xavg, the 

demand distribution gq(k) across individual objects in the collection, the initial delay 

Z?aVg(/F=l) which is the realized average delay when there is a single, optimally placed full 

replica of the collection, and the delay reduction AZ}aVg(/?,A+l) when we move from a 

solution with h  full replicas to one with (/h-1) full replicas. The first input is service- 

specific, the second input is collection specific, while the third and fourth inputs are 

specific to the network G{V,E) and the spatial demand distribution gv(i).

From the demand distribution gq(k) it is possible to determine the probability of 

object access: P(?a) V qk e  Q. Then for all objects qk w ith P(q*) > 0, set h(q*) = 1. i.e., 

we need at least one copy of object qk that has non-zero access probability.

From this point on, copies of individual objects are added, incrementally one 

object-copy at a time, until the average delay Davg is less than or equal to the delay target 

Xavg* The object chosen at each round is the one that will result in the largest reduction in 

delay, ADp(q^, where
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&Dp(qJ = P(%)*AAvg(Mc7*).Mg*)+l)- (A5.1)

This methodology is summarized in Table A5.1.

Table A5.1 Methodology for solution method

Step 1: For given network G( V,E) and gv(i):

a) set -OaVg = ^avg(^^)

b) find ADavg(h,h+l)

Step 2: For given collection Q and demand distribution g,(A):

a) find P(<7*) V qk s  Q

b) for all objects qk with P(<7*) > 0, set h(q^ = 1 

Step 3: Add copy of object qk with maximum ADp(q^, where

&Dp(q£ = P (^ * A A v g(M<7*).M<7*)+1)

Step 4: Increment h(qj)

Step 5. D3Vg — Dav% ~ h.Dp{q^

Step 6 : If (Dayg > tjvg) g ° to Step 4, else done.

Applying this solution method to the numerical example in Section 5.3.3, we have 

a service specification of xavg = 2.30 hops for a four-object collection whose access 

pattern is characterized by Zipf’s distribution. The resource mapper computes the delay 

reduction table (Table A5.2), whose matrix elements are the product of P (</*) and 

AẐ aVg (/?,/?+1). This table is used for the actual determination of the number of copies 

needed for each object in the collection. Starting with one copy of each of the four objects 

(second row of Table A5.3), the realized average delay Z?avg(/2= 1) is 3.32 hops. The first 

object-copy to be added is that of object qlt since it has the largest delay reduction of
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0.4704 hops (third row of Table A5.3). This brings the current delay Davg down to 2.85 

hops. Next, a copy of object qi is added, with a delay reduction of 0.2352 hops. The 

third copy to be added is again of object q\, and finally with the addition o f the fourth 

object copy (of object £73), the realized delay Z)avg is less than the delay target of 2.30 

hops. The total number of object-copies required to achieve the average delay bound is 

therefore eight. These copies are placed according to Table 5.2, resulting in three copies 

of qi, at nodes 2, 3, and 34; two copies each of qz and q$, at nodes 8  and 47; and a single 

copy of £74 at node 26.

Table A5.2 Delay Reduction Table Computed by Resource Mapper

h AAvgfo/H-l) ^D p(,qd = P(£7a)*A A vR
Object 1 

P(£7i) =0.48
Object 2 Object 3 

P(£fc) = 0.24 P(£73)=0.16
Object 4 

P(c?4)=0.12
1 0.98 0.4704 0.2352 0.1568 0.1176
2 0.47 0.2256 0.1128 0.0752 0.0564
3 0.23 0.1104 0.0552 0.0368 0.0276
4 0.23 0.1104 0.0552 0.0368 0.0276
5 0.17 0.0816 0.0408 0.0272 0.0204
6 0 .1 1 0.0528 0.0264 0.0176 0.0132

Table A5.3 Stages o f  Resource Mapping Process

Action
q\

Number of object-copies 
9z.......... <73 <74 total

delay
reduction

current delay
(Avg)

Begin i 1 1 1 4 3.32
Add object 1 2 1 1 1 5 0.4704 2.85
Add object 2 2 2 1 1 6 0.2352 2.61
Add object 1 3 2 1 1 7 0.2256 2.39
Add object 3 3 2 2 1 8 0.1568 2.23
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